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Abstract

In order to control or operate any system in a closed-loop, it is important to know its behavior in the form of mathematical models. In the last two decades, a fractional-order model has received more attention in system identification instead of classical integer-order model transfer function. Literature shows recently that some techniques on fractional calculus and fractional-order models have been presenting valuable contributions to real-world processes and achieved better results. Such new developments have impelled research into extensions of the classical identification techniques to advanced fields of science and engineering. This article surveys the recent methods in the field and other related challenges to implement the fractional-order derivatives and miss-matching with conventional science. The comprehensive discussion on available literature would help the readers to grasp the concept of fractional-order modeling and can facilitate future investigations. One can anticipate manifesting recent advances in fractional-order modeling in this paper and unlocking more opportunities for research.
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1. Introduction

Though the concept of fractional calculus (FC) is not new in mathematics, its applications in various science and engineering fields are making it more interesting to researchers [1]. In nature, most real phenomena exhibit arbitrary value of order which can be better characterized by fractional (positive real) differential equations. Say for example, semi-infinite lossy (RC) transmission line, visco-elasticity, dielectric polarization, colored noise, diffusion of heat into semi-infinite solid, electrode-electrolyte polarization, boundary layer effects in ducts, electromagnetic waves and many more. This could be the reason for going towards fractional-order modeling. Already literature on fractional calculus were discussed for possibility in science fields, for instance, bioengineering, physics, control system, signal processing, robotics, chemistry, chaos theory, biology and physiology [2]. It is well adopted by now that integro-differential equation, with an arbitrary order of operation, facilitates additional flexibility and an extra degree of freedom even with first-order or lower-order models. In general, such transfer function model is called a fractional-order model (FOM) which is an important consideration to determine the exact characteristics of real-time behavior.

This article collects a broad variety of fractional-order modeling techniques, especially focusing on handling real-order derivatives using complicated algorithms. Therefore, one can anticipate to manifest recent advances in fractional-order modeling and unlock more opportunities to research.

The remainder of the paper is outlined as follows. The fundamentals of FC and fractional-order transfer function are described in Section 2. The following Section 3 presents various techniques that significantly contributed to FOM. The technological superiority has been discussed through example study in Section 4 and then followed by applications and implementation issues presented in Section 5. Finally, the key points are summarized in Section 6.

2. Fractional Systems and Mathematical Background

A general single-input single-output (SISO) system is characterized by fractional-order differential equation as,

\[ a_D^{\alpha} y(t) + a_{m-1} D^{\alpha \cdot (m-1)} y(t) + \ldots + a_0 D^{\alpha \cdot 0} y(t) = b_D^{\beta} u(t) + b_{n-1} D^{\beta \cdot (n-1)} u(t) + \ldots + b_0 D^{\beta \cdot 0} u(t) \] (1)

where \((a_j,b_j) \in \mathbb{R}^2\) and \((\alpha,\beta) \in \mathbb{R}^2\) with \(u(t)\) being input to the system and \(y(t)\) being output signals which are differentiated to arbitrary positive real orders.

A real or non-integer order derivative in Eq. (1) can be expressed by its operator in a simple form as,

\[ D^{\lambda} = \left( \frac{d^c}{dt^c} \right)^{\lambda} \] (2)

where \(c\) and \(t\) are the bounds of the operation and \(\lambda (\lambda \in R)\) is the real order whose value depicts the nature of operation. Basically, a positive value of \(\lambda\) exhibits fractional differentiation and negative value exhibits fractional integration \(\lambda^{\lambda}\). When \(\lambda = 0\) yields constant value, therefore, \(\lambda^{\lambda} = 1\).

Applying Laplace transform in Eq. (1) and generalizing the transfer function gives:
There exist multiple definitions to characterize fractional operator. All definitions have different representations but exhibit similar characteristics with some specific conditions. Among them, the Riemann-Liouville (R-L), the Grunwald-Letnikov (GL) and the Caputo definitions are very popular and commonly found in literature [2]. These definitions are outlined in Table 1.

Table 1. Well-known FC definitions

<table>
<thead>
<tr>
<th>Definitions</th>
<th>Fractional derivative</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-L</td>
<td>$\mathcal{D}_t^\lambda x(t) = \frac{1}{\Gamma(n-\lambda)} \frac{d^n}{dt^n} \int_0^t \frac{x(\tau)}{(t-\tau)^{n-\lambda}} d\tau$</td>
</tr>
<tr>
<td>G-L</td>
<td>$\mathcal{D}<em>t^\lambda x(t) = \lim</em>{h \to 0} \frac{1}{h^\lambda} \sum_{j=0}^{[t-c]/h} \binom{q}{j} x(t-jh)$</td>
</tr>
<tr>
<td>Caputo</td>
<td>$\mathcal{D}_t^\lambda x(t) = \frac{1}{\Gamma(n-\lambda)} \int_0^t \frac{x^{(n)}(\tau)}{(t-\tau)^{n-\lambda}} d\tau$</td>
</tr>
</tbody>
</table>

In Table 1, $\Gamma$ denotes Euler’s gamma function, $n \in N$ and $n-1 < \lambda < n$. For G-L, $q_j = \frac{(-1)^j \Gamma(\lambda + 1)}{\Gamma(j+1)\Gamma(\lambda + j - 1)}$ and $h$ denotes the finite sampling interval. Assuming zero initial conditions and $X(s)$ is Laplace transformation of $x(t)$, thus its fractional derivative can be written as

$$L[D^\lambda x(t)] = s^\lambda X(s)$$

Keeping the focused objective in mind, the literature presented on the identification and modeling of fractional-order linear time-invariant (LTI) systems is considered and reviewed. A summary table is included to comprehend the merits of different parameter identification techniques, developed based on fractional-order models for both single and multi inputs systems with or without time delay. The discussion of implementation issues and software tools published in different journals on this topic would help the researchers to grasp the concept easily. In the end, the verification of fractional-order modeling over conventional integer-order modeling will direct the readers with more activity.

3. Fractional-order Modeling

System identification and modeling are prerequisites to the exercise of automatic control. Therefore, the chief interest for the identification of any dynamic system lies in its applicability to manipulate and control the system completely based on collected data. Identification of internal parameters is essential for evaluation of system performance and to design robust control for the system under investigation.

Mainly in the last few decades, various techniques have been reported for identifying fractional-order model parameters. Those models are inculcated using a combination of techniques and different through test signal employed, model type, initial assumptions, assessments, error calculation techniques, and data processing. Fig. 1 shows general ways adopted in the identification of FOM. Mathematical models can be classified as parametric models and non-parametric models. The parametric model has a specific structure of function of input/output relation or internal states with a finite number of parameters. The former one can be further classified as lower-order and higher-order model while the latter can be described as curve, graph or table. Parametric techniques can be developed using transfer functions or state-space realization. Transfer functions are generally used in SISO systems while state space representation is more generalized and can be used for unstable, non-linear, parameter varying and multi-variable systems. The non-parametric model has an infinite number of parameters with no specific mathematical representation. Some popular existing identification parametric model-based methods are operational matrix approach, least square method, instrumental variable method, and step response method.

The operational matrix approach is one of the simplest forms of the fractional model method because of the algebraic approach. Basically, the operational matrix of fractional order integration transforms integral/derivative terms into algebraic matrix multiplications. The operational matrix can be generated using different orthogonal series, for example, block pulse functions [3,4], Legendre wavelet [5], Haar wavelets [6,7], Chebyshev polynomials [8], Taylor series, etc. This method reduces the complexity of identification with higher efficiency. The least square is an old and popular technique for identification. However, the correlation between output and differential input/output term makes least square estimator biased in the presence of noise [9]. This noise can be filtered using state variable filters (SVF). Also, a combination of the instrumental variable with the least square facilitates unbiased estimation [10]. Another approach is a step response-based method where unknown parameters can be estimated using a single step response analysis. It can also be used with the least square method for parameter identification [11].

Same as conventional techniques for integer-order modeling, fractional-order modeling can be developed with commonly used inputs such as step, pulse, random or sine signals. The techniques can be further classified based on input or output signal types whether time or frequency domain. Say for example, step response, least square, relay feedback are the most prominent identification methods in time and frequency domains. Other popular time-domain methods are parameter estimation, subspace, neural network, Kalman filter, operational matrix and, instrumental variable; while Fourier analysis, Laplace transform, frequency response, spectrum analysis, ARMA parameter estimation are well-known frequency-domain techniques.
As per requirement, identification is carried out either on-line or off-line. For some systems, it is essential to monitor continuously and therefore a recursive identification is required after each measurement. This is also known as real-time identification or on-line identification. In the non-recursive method, model parameters are updated using previously stored data and estimate the final model parameters using the off-line technique.

![Diagram of System Identification Techniques](image)

**Fig. 1.** Techniques in system identification for fractional modeling

| Table 2. Identification techniques of fractional-order models |
|-----------------|-----------------|-----------------|
| **Technique**   | **Subclass**     | **Upside**       | **Downside**    |
| Operational matrix method | Block pulse functions [3, 4] | An algebraic approach, Less complexity, Simultaneous estimation of all the parameters, Time delay estimation [4, 7, 26] | Structure of transfer function should be known [3, 6] |
| Least square based state variable filter method | Instrumental variable (IV) [9] | Time delay estimation [29], Recursive method [10] | Developed for commensurate models, Prior knowledge required about unknown fractional order |
| Relay feedback method | Frequency domain method [33] | Time delay estimation, fast parameter estimation | High identification error |
| Step response method | Step response [34] | Time delay estimation, Direct calculation of parameters [36] | Prior knowledge required |
| Meta heuristic algorithms | Cuckoo search [39] | Computationally efficient deterministic optimization, No prior knowledge required, Fast convergence | Sometimes converges at local minima in GA, Adverse effects of noise in DE |
| Frequency response method | Least square [51, 52, 53, 54, 55] | Time delay estimation [53], [52], No prior knowledge [51] | Developed for commensurate model |
| | Impulse response [56, 57] | | |

**Note:** The table lists various techniques used for system identification in fractional models, along with their advantages (Upside) and disadvantages (Downside). The techniques are categorized based on their implementation methods, with additional details on their performance and applicability.
Neural network  | Levy’s method [58]  | Simple architecture, Universal solution  | Black box nature, Sometimes yields wrong output with unknown reasons  
Set membership [59, 60, 61, 62]  |  
Neural network [63]  |  

In industry, various systems are available with different dynamic behavior. Due to sensitivity, stability and quality issues, many systems can be operated only in closed-loop configuration under the influence of controller during identification. It is obviously easy to tackle a stable system in open-loop configuration while unstable systems need to be stabilized with the help of an appropriate controller before collecting data for identification. Apart from the exact estimation of model parameters, there is an iterative approach to compute parameters with trails and initial guesses.

In general, model parameters are estimated iteratively by minimization of error between actual and model data. During identification, the error between the actual system and mathematical model is calculated using output or input sampled data. With respect to error derivation, identification can be developed either from output error (OE), input error (IE) or equation error (EE). Among them, OE and EE are most commonly used in literature. As per the authors’ knowledge, most OE based techniques are capable of identifying all the system parameters together in a single-step even without prior knowledge. The EE based techniques may require more than one steps to complete identification and sometimes with prior knowledge of the actual system.

The OE based techniques are applicable to even incommensurate models while it is preferred to use EE techniques with commensurate models where all unknown derivative orders have a common measure, or all unknown orders are multiple of least derivative order. Therefore, a complete identification technique can be developed using a set of aforementioned techniques depending on the type of problem and complexity of the model.

3.1 SISO fractional-order systems

The concept of arbitrary real-order (fractional-order) for system dynamics was clearly presented in [12] involving fractional-order integrator and differentiator. It was proven for a satisfactory result that it would be better to use fractional-order system instead of a classical integer model. Nearby this year, authors in [13,14,15,16] discussed new ways of system modeling with fractional model. The identification of FOM using continuous order-distributions was described in [17]. Some significant solutions to handle fractional derivatives that helped for associated issues of data processing and overview were given in [18]. An overview of fractional time and frequency domain methods with OE and EE based models were briefly described in [19]. Also, detailed differences and basics of OE and EE were illustrated in [20]. Identification using the recursive least square method was illustrated in [21]. Different fixed pole-based modeling and simulation techniques were discussed in [22]. The stability analysis of fractional-order systems has been well explained in [23, 24, 25].

It is a good way to understand various techniques with merits and limitations as shown in Table 2. Most of the methods summarized in the table are developed from a parametric model and iterative estimation.

3.2 MIMO fractional-order systems

Though less literature have been presented on MIMO (multi-input multi-output) fractional-order systems, identification of such multi-variable systems using fractional-order transfer functions is clearly applicable. The fractional MIMO system identification technique was discussed initially in [64]. The authors described the time-domain state-space method to identify multi-variable system with OE technique and non-linear programming. The initial condition in the state-space technique was introduced in [65] while authors in [66] illustrated subspace method for MIMO system and verified on robot manipulator. The frequency-domain approach using a genetic algorithm was depicted in [67]. Another state-space based approach was detailed using Guidorzi canonical form in [68] based on OE technique. A two-stage technique, for reduced order approximation based on dominant pole, was derived in [69]. Fractional-order TITO processes were discussed with three different decoupling methods in [70]. A frequency-domain OE based method was illustrated in [71] for MIMO systems. The system identification based CSD method was derived in [72] to design and verify robust MIMO controller for an HD test-bed coupled with a spark-ignition engine. In summary, one can see the growth of applications of fractional calculus and mathematical phenomena describes a real system more accurately than the classical integer models.

4. Verification

We have verified some examples in this section to prove the usefulness of fractional-order modeling over conventional integer-order modeling. Both time and frequency domain errors are compared between actual output and estimated output from the models. The fractional-order models perform better for both time-domain plots (step response, sine response, or any random input response) and frequency-domain plots (Nyquist and Bode). In order to verify, let us take two fractional-order transfer functions given by Eq. (4) and Eq. (5).

\[
p_1(s) = \frac{2s^{0.6} + 1}{s^{1.5} + 1.5s^0 + 0.5}e^{-0.5s}
\]

\[
p_2(s) = \frac{1}{s^{0.5} + 1}
\]

The system with time delay was approximated using the Haar wavelet technique, presented recently in [7] and other using block pulse functions presented in [3]. The approximated fractional-order models and integer-order models for both \(p_1\) and \(p_2\) are as shown in Table 3 where \(\epsilon_r\) depicts time-domain error and \(\epsilon_f\) represents frequency-domain error. It is clear from Figs. 2 and 3 that fractional-order model can approximate any system more precisely due to extra parameter of real order. Also, it is possible to achieve similar performance using low-order dynamics for
higher order system transfer function. This merit helps to design the controller based on estimated system model.

Table 3. Comparative results of fractional and integer-order models

<table>
<thead>
<tr>
<th>Identified model</th>
<th>Transfer function</th>
<th>Error $[\varepsilon_i, \varepsilon_j]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$ - fractional</td>
<td>$\frac{3.844}{2.052e^{0.404s} + 1.776}e^{-0.604s}$</td>
<td>$[2.87 \times 10^{-3}, 1.16]$</td>
</tr>
<tr>
<td>$p_1$ - integer</td>
<td>$\frac{0.723}{0.448s + 0.445}e^{-0.420s}$</td>
<td>$[5.40 \times 10^{-3}, 26.84]$</td>
</tr>
<tr>
<td>$p_2$ - fractional</td>
<td>$\frac{0.979}{0.997s^{0.73n} + 0.985}$</td>
<td>$[4.79 \times 10^{-6}, 2.67]$</td>
</tr>
</tbody>
</table>

Another study on real-time temperature process control system was performed to prove the advantage of fractional-order transfer function model. The Haar wavelet-based identification method [7] was used to identify fractional and integer order model (IOM) parameters. Table 4 shows the identified FOM and IOM models with time-domain estimation errors. Fig. 4 illustrates the actual process output (temperature) with identified fractional and integer models' outputs. Results clearly reveal that the behavior of the actual process is more closely followed by the FOM output.

5. Few more applications towards fractional-domain and challenges

The real systems are generally fractional, whether small or less fractionality. The reason for using the integer-order models, was the lack of solution methods for fractional differential equations. In last ten years, fractional modeling techniques have been applied on various field of science and engineering. Some applications of fractional calculus were discussed briefly in [73]. In particular with fractional-orders, oscillators [74], supercapacitors [75, 76], filters [77],
thermo-mechanical systems [78], atmospheric dispersion [79], lithium-ion batteries [80, 81, 82, 83], acid-lead battery [84], electrochemical cell [85], polymer electrolyte membrane fuel cell (PEMFC) [86], thermal systems [87, 88, 89, 90], heat transfer [91], solid-oxide fuel cells [92], visco-elastic material [93], diffusion modeling [94], solid-core magnetic bearing [95], Zener diode [49], permanent magnet synchronous motor [96], electrical circuits [97, 98], magnetic levitation [99, 100, 101] were shown with a remarkable result. Recently, laboratory prototype of a hydraulic canal modeling and control strategy have been discussed by [102] using fractional-order time delay TITO models. Modeling of two-pool laboratory hydraulic canal was described by [103]. The approximation technique of massive MIMO system was described by [104] to facilitate wireless communications. Such a variety of applications with fractionality consideration have already convinced researchers and given a reason for furthermore investigation.

As unveiled in the previous section, the fractional approach bestows additional visibility and accuracy. An arbitrary system can be represented by overall lower-order fractional model compared to a conventional model. Thus, reduces the total number of unknown parameters to be estimated which means it lowering the tuning parameters for optimization which ultimately reduces the identification error. Also, a system can be described by a compact expression with the help of fractional model. In spite of various advantages, one has to deal with many challenges in case of fractional model.

In theory, the fractional derivative is non-local and also leads to long memory due to the fact that its value depends on all past values of the function. This facilitates superior accuracy and extra degree of freedom to see between two integer-order derivatives. However, long memory leads to high computational complexity which is elevated even at an impractical level during its implementation. This can be resolved using various approximation techniques [105]. Therefore, real-time implementation of fractional models can be made using approximations which are equivalent to higher-order conventional models [1].

The approximated rational or conventional higher-order transfer function has corresponding pole-zero pairs which ensure stability and minimum phase properties. For continuous implementation, pole-zero pairs should be in the negative real axis of s-plane and for discrete implementation, pole-zero pairs should lie within the unit circle of z-plane. More number of pole-zero pairs exhibit better and close approximation, but increases the memory requirements and complexity; however, the advent of modern powerful software can easily deal with additional complexity [106].

The fractional or irrational operator can be approximated using continuous and discrete implementation methods. General CFE (continued fraction expansion) [107], Carlson’s method [108], Matsuda’s method [109], least square method, Charleff’s method [110], Oustaloup’s method [111] are well known continuous implementation methods while discrete implementation using backward rule and PSE, discrete implementation using backward rule and CFE, discrete implementation using trapezoidal rule and CFE are well known discrete implementation methods.

5.2 Approximation of \( \sqrt{s} \) using various methods:
The fractional \((1/2)\) derivative can be implemented using various approximation techniques. We have used Carlson’s approximation, CFE and Oustaloup’s approximation and their magnitude and phase are compared as shown in Fig. 4. The higher order approximated integer transfer function for \( \sqrt{s} \), here 5th order integer-order transfer functions, for above mentioned methods can be given as,

\[
S_{\text{Carlson}}^{0.5} = \frac{s^5 + 134.3s^3 + 1072s + 543.4s^2 + 20.10s + 0.1259}{15.97s^5 + 593.2s^4 + 1080s^3 + 135.4s + 1}
\]

\[
S_{\text{CFE}}^{0.5} = \frac{11s^5 + 165s^3 + 462s^3 + 330s^2 + 55s + 1}{s^5 + 55s^4 + 330s^3 + 462s^2 + 165s + 1}
\]

\[
S_{\text{Oustaloup}}^{0.5} = \frac{10s^5 + 298.5s^4 + 1218s^3 + 768.5s^2 + 74.97s + 1}{s^5 + 74.97s^4 + 768.5s^3 + 1218s^2 + 298.5s + 10}
\]

5.3 Realization of frantance devices:
The fractional-order model and the controller can be implemented using analog and digital realization. The analog realization can be accomplished with the help of analog electrical components while digital realization can be accomplished using digital filters. In the former case, certain approximations may be unrealizable because of higher-order and wider frequency band, therefore, obtained component
values may become too large or small. In case of digital filters, the difference in the magnitude of coefficient values may lead to loss of computational stability, especially in case of floating-point computations.

The real industrial applications need standalone devices, in that case, the manufacturing cost of fractional devices may not be the same as the conventional counterpart. Additional implementation cost may hinder its real-time realization. Therefore, even though fractional model has been proven technologically superior, industrial adoption for fractional approach requires more analysis [105].

Finally, it is necessary to set up numerical tools in MATLAB for fractional-order transfer functions and controls. Table 5 is listed with available toolboxes with significance. It helps Simulink block for the numerical computation of fractional-order differentiation or integration, together with some features for engineering and science applications for extra degree of controls.

<table>
<thead>
<tr>
<th>Year</th>
<th>Toolbox</th>
<th>Developer</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>CRONE</td>
<td>CRONE team (Oustaloup, Melchior, Lanusse, Cois, and Dancla)</td>
<td>Extended from basic classical to the object-oriented version, Implemented for the fractional order MIMO, Only works with system without time delay.</td>
</tr>
<tr>
<td>2004</td>
<td>Ninteger (Non-integer)</td>
<td>D. Valerio and J. Costa</td>
<td>Facilitates three frequency-domain approximations methods: CRONE, Carlson’s method and Matsuda’s method, Supports at least thirty methods to approximate fractional operator.</td>
</tr>
<tr>
<td>2009</td>
<td>FOTF (fractional order transfer function)</td>
<td>D. Xue and Y.Q. Chen</td>
<td>Works as an independent transfer function, Not directly applicable for time varying and MIMO systems.</td>
</tr>
</tbody>
</table>

6. Summary

A mini review focuses on fractional-order modeling methods of the recent literatures from a control engineering and system identification perspectives have been summarized in this paper. We briefly discussed the advantageous traits of fractional-order models as an adoptable strategy for system models. Unlike conventional modeling, fractional modeling techniques are not easy to handle due to complex integro-differential equations of fractional-orders. However, high-speed processors and computers make it possible to deal with this efficient, but complex methodology. Even though fractional modeling demands additional parameters, it allows adjustment of rational orders of derivative. This expands very satisfactory model performance in simulations as well as the same behavior in real-time applications.

Various applications with fractional modeling have been explored which shows the superiority of FC based techniques over its counterpart. The issues discussed in this paper can be useful for new researchers to kick-start the implementation.

Finally, there is a growing demand for fractional-order system modeling because of its potential benefits in daily life applications as revealed in this study. Though some contributions have been discussed so far, there is a huge scope to expand fractional-calculus based approach for multi-variable, time varying, and nonlinear system modeling.
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