Wind gust estimation for precise quasi-hovering control of quadrotor aircraft
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ABSTRACT

This paper focuses on the control of quadrotor vehicles without wind sensors that are required to accurately track low-speed trajectories in the presence of moderate yet unknown wind gusts. By modeling the wind disturbance as exogenous inputs, and assuming that compensation of its effects can be achieved through quasi-static vehicle motions, this paper proposes an innovative estimation and control scheme comprising a linear dynamic filter for the estimation of such unknown inputs and requiring only position and attitude information. The filter is built upon results from Unknown Input Observer theory and allows estimation of wind and vehicle state without measurement of the wind itself. A simple feedback control law can be used to compensate for the offset position error induced by the disturbance. The proposed filter is independent of the recovery control scheme used to nullify the tracking error, as long as the corresponding applied rotor speeds are available. The solution is first checked in simulation environment by using the Robot Operating System middleware and the Gazebo simulator and then experimentally validated with a quadcopter system flying with real wind sources.

1. Introduction

Unmanned Aerial Vehicles (UAV) have been drawing increasing attention for more than two decades in various application fields, ranging from the industry to the military and from the service to the entertainment (see e.g. Beard and McLain (2012), Bouabdallah et al. (2004), Mahony et al. (2012), Mannucci et al. (2017), Michael et al. (2014), Seminara and Fontanelli (2017) and Tomic et al. (2012)). Due to their ability to reach places, particularly those that are hardly accessible by land vehicles, UAVs are convenient tools for monitoring areas where natural disasters have just occurred. This is of high interest in the Pacific region, where remote neighborhoods need to be rapidly checked after cyclones or floods (Lee et al., 2016). As an example, the U.N. Food and Agriculture Organization (FAO) has launched in the Philippines a drone initiative to assess where agricultural land is at most risk of natural disasters and how to rapidly evaluate damages after they occur. It is strongly believed that the adoption of UAV platforms can significantly enhance risk and damage assessments, but also revolutionize the way to prepare for and respond to disasters. Indeed, beyond being viable for quick surveillance of the surrounding, it has already been shown that quadrotors can construct shelters (Lindsey et al., 2011), to rapidly provide protection before the occurrence of a natural disaster. Among such flying platforms, quadrotors (Fig. 1) have become the most popular for their flexibility, due to very low moments of inertia, greater stability, hovering capability, as well as fewer take-off requirements (Nonami et al., 2010). So far, they have already reached payload and flight endurance capacities for various applications, including environmental exploration and mapping (Michael et al., 2014; Saeedi et al., 2016), marine, riverine (Nuske et al., 2015), and agricultural monitoring (Ball et al., 2017; Zhang & Kovacs, 2012), object transportation and manipulation (Palunko et al., 2012; Tognon et al., 2018), to name a few. Reliable and fully autonomous navigation within indoor scenarios can also be obtained for certain tasks and environments, by extending techniques previously developed for ground vehicles (see e.g. Grzonka et al., 2012).

Modeling and estimation of quadrotor systems have been well understood (Mahony et al., 2012), also including the effects of blade flapping. Solving the underlying control problems has however been a formidable challenge, even for basic operational scenarios, due to their severe underactuation, i.e. a quadrotor possesses six degrees of freedom (three translational and three rotational), but only four independent inputs (rotor speeds). To obtain accurate path tracking and autonomous flight capacity, combined control of rotational and translational motions is required, which results in highly nonlinear modeling (Sabatino, 2015). Nonetheless, nonlinear as the control problem may be, linear control strategies, particularly those with PIDs have proved quite effective with resulting good flying qualities (Bergamasco & Lovera, 2014).
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Online self-tuning PIDs also have shown good performance (Yang et al., 2013). However, PID control strategies rely on the linearized model of the quadrotor and are therefore highly dependent on the operational conditions.

To meet the progressively stringent specification imposed by newly considered tasks of increasing complexity, techniques for high precision identification of linear models (Bergamasco & Lovera, 2014) and nonlinear control strategies have been developed. These are based on sliding mode control (Rios et al., 2018), Model Predictive Control (MPC) (Kamel et al., 2017), Lyapunov techniques (Yesildirek & Imran, 2014), neural networks (Pi et al., 2020), fractional attitude (Izaguirre-Espinosa et al., 2016), dynamic inversion with zero-dynamics stabilization (Das et al., 2009b), backstepping (Das et al., 2009a), robust and adaptive control (L’Afflitto et al., 2018), robust and optimal control (Satıcı et al., 2013), and combination of various control design strategies with state estimators (Nekoukar & Mahdian Dehkordi, 2021). Properties such as the differential flatness of the quadrotor model have also been exploited to obtain the generation of real-time trajectory (Van Nieuwstadt & Murray, 1998).

Apart from the above issues due to the nonlinearity of the system model, another difficulty lies in the presence of wind gusts, which can adversely affect outdoor mission performance as for precise attitude and position. This is a particularly challenging problem for lightweight quadrotors in harsh windy environments. Few, although important, works have addressed the trajectory recovery problem in this context (Cabecinhas et al., 2015; Guo et al., 2018; Jackson et al., 2008; Liu et al., 2016; Wang et al., 2016). Most of them considered only the quadrotor’s attitude while taking into account possible actuator faults (Guo et al., 2018; Lyu et al., 2019; Sun et al., 2020) and input delays (Liu et al., 2016). Very recently disturbance observer-based sliding model controllers have been proposed to mitigate the effect of external inputs such as wind gusts (Ahmed & Chen, 2018; Fethalla et al., 2018; Taha et al., 2018). To the best of the authors’ knowledge, only the work in Cabecinhas et al. (2015) derives a Lyapunov-based global state stabilizer, thus including position, to steer a quadrotor along a predefined path, in presence of constant and known wind disturbance. Optimal trajectory generation has been addressed in Guerrero et al. (2013) under the same assumption. However, since such hypotheses are approximate, the resulting accuracy is substantially low, while real-time wind reconstruction would allow better performance via e.g. wind-aware receding horizon approaches.

In this respect, a low-cost and lightweight alternative to using onboard anemometer sensors (Bruschi et al., 2016) is that of exploiting state observers, which would provide information about the current position and orientation of the aircraft, based on the input and output histories. The original ideas about state observers for linear systems date back to the sixties and were developed by Luenberger (Luenberger, 1966) for deterministic settings, while the most famous state observer for stochastic scenarios is the well-known Kalman filter. In the context of quadrotor aircraft, a very interesting solution has been studied in Burri et al. (2015) that uses only IMU and barometric pressure data but provides no information about the wind components. Another very useful approach has been proposed in Abeywardena et al. (2014), which combines accelerometer data with vision-based pose estimates, also to compute two components of the wind velocity vector. A more recent approach relies on the data-driven wind estimation to distinguish aerodynamic and contact forces acting on the quadrotor (Tomić et al., 2020). Other types of observers have been developed including Extended Kalman Filters (EKF), Extended State Observer (ESO), and Unknown Input Observers (UIO). Performance comparisons between these observers have been done in other domains and date back over some decades (Al-Bayati & Skaf, 2010; Bhattacharyya, 1978; Hostetter & Meditch, 1973; Kiyak et al., 2008; Kobayashi & Nakamizo, 1982; Kudva et al., 1989; Miller & Mukundan, 1982; Wang et al., 1975; Yang & Huang, 2009; Yang et al., 2011). Based on these papers, Kalman filter design still has issues in reconstructing unknown inputs and often requires assumptions on the disturbance signals or all system inputs and outputs to be measurable. In general, a UIO performs at least as much as the corresponding EKF and ESO, but in many other situations (cf. e.g. Al-Bayati & Skaf, 2010), a UIO combines easy design with superior performance.

This paper presents a complementary yet innovative approach where wind disturbance is modeled as unknown exogenous inputs. In particular, this work presents a new estimation and control scheme including a linear dynamic filter for the estimation of such unknown inputs and requiring only position and attitude information. The filter is built upon results from UIO theory (Sundaram, 2012; Sundaram & Hadjicostis, 2007, 2008) and allows estimation of the vehicle state and the actual wind signals without any direct measurement of the second ones. A UIO has been recently experimentally used for dynamic compensation of unknown load torques (Mudaliar et al., 2018). In the present case, by assuming that compensation of the wind effects can be achieved through quasi-static vehicle motions, a simple feedback control law is then described to compensate for the offset position error induced by the disturbance itself. One important feature of the proposed solution is that the UIO filter is independent of the recovery control scheme, used to nullify the tracking error, as long as the corresponding applied rotor speeds are available. The proposed solution is verified through Simulink/Gazebo simulations, through the exploitation of standard models for constant and large time-varying winds, and then experimentally validated within real wind gust scenarios by using an Erlecopter quadrotor system exploiting the Robot Operating System (ROS) middleware.

**Contribution:** The novelties and indeed the appealing features of the developed scheme are its simplicity, low computation cost, ability to obtain a fast response to wind gusts, and implementability on virtually all aircraft systems, as a stand-alone solution or an extension plugin for existing controllers. More in detail, the low computation demand is inherited by the simplicity of the linear UIO, that requires no additional sensors and that robustly estimates the overall effects of wind disturbance and other model uncertainty. The promptness and efficacy of the estimator, along with the position recovery scheme, are shown to outperform existing solutions based on EKF, model predictive control, and robust control. In this respect, it should also be noted that traditional robust control involves complex controllers and is unable to react fast enough in the presence of strong disturbances (Sariyildiz et al., 2019; Sariyildiz & Otnahi, 2015), or may require the application...
of a signal that is unfeasible or too conservative; in contrast, the present approach compensates for the exact amount of disturbance which is estimated online. Finally, by being independent of the type of control law used to determine the rotor speeds of the aircraft, the developed scheme can provide existing controllers with the additional capacity to better deal with disturbances. This fact is shown in the paper, both in simulation and via experiments, on a platform using an open-source, the standard Ardupilot controller, which communicates with the estimator via a ROS middleware layer.

The paper is organized as follows. Section 2 introduces the nonlinear quadrotor model and its linearized dynamics around hovering configurations. Section 3 describes the theory of state and input observers for dynamical systems with partially unknown inputs. Section 4 illustrates the application of the above theory for deriving a wind and state estimator for quasi-hovering quadrotors and also presents a linear pose recovery scheme. The final Section 5 shows the simulation and experimental setups and discusses the results verifying the validity of the approach.

2. Quadrotor mathematical model

A quadrotor aircraft consists of a planar cross-shaped rigid chassis, actuated by four independent rotors that are mounted at the ends of the arms of the chassis itself. As indicated in Fig. 1, where \( \Omega_i \), for \( i = 1, 2, 3, 4 \), denotes the \( i \)th rotor speed, the two opposite pairs of rotors are pitched in reverse directions, so that the drag forces and thrust forces, generated by all rotors spinning at the same speed (i.e. all \( \Omega = \Omega_0 \), produce null net torques on the aircraft. The overall lifting of the aircraft is obtained through suitably determining the value of \( \Omega_0 \), while the stabilization of the center-of-mass position is achieved by varying the speeds of the independent rotors.

To characterize the aircraft dynamics, it is necessary to describe how its position and orientation change due to rotor actuation, gravity, and external disturbance (such as wind gusts). Since aircraft position is measured by GPS sensors, returning global positioning information, its center-of-mass coordinates, \( x, y, \) and \( z \), are expressed in an inertial Earth frame \( F_0 \). This choice also makes the specification of desired motion paths naturally expressed from the end-user viewpoint. On the other hand, since the orientation is obtained from onboard sensors, the attitude is conveniently described in the body frame \( F_b \) by a set of Euler angles \( (\varphi, \theta, \psi) \). Assuming that \( F_b \) is aligned with the aircraft principal inertia axes and choosing the XYZ convention, the vehicle orientation is obtained by first rotating \( F_0 \) by \( (\varphi, \theta, \psi) \) radians about the \( z \)-axis, then rotating \( \varphi \) (roll) radians about the resulting \( x \)-axis, and finally of \( \theta \) (pitch) radians about the resulting \( y \)-axis. The overall rotation matrix \( R \) expressing a vector \( v_b \) in \( F_b \) in the \( F_0 \) frame, via the relationship \( v_b = R v_0 \), is given by the composition \( R = (R_b(\psi) R_b(\theta) R_b(\varphi))^T \), where

\[
R_b(\varphi) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & c_\varphi & s_\varphi \\ 0 & -s_\varphi & c_\varphi \end{bmatrix}, \quad R_b(\theta) = \begin{bmatrix} c_\theta & 0 & -s_\theta \\ 0 & 1 & 0 \\ s_\theta & 0 & c_\theta \end{bmatrix}, \quad R_b(\psi) = \begin{bmatrix} c_\psi & s_\psi & 0 \\ -s_\psi & c_\psi & 0 \\ 0 & 0 & 1 \end{bmatrix},
\]

where the common shortcuts \( s_\alpha = \sin(\alpha) \) and \( c_\alpha = \cos(\alpha) \) have been used. Direct computation yields

\[
R = \begin{bmatrix} c_\varphi c_\theta c_\psi - s_\varphi s_\psi q & -c_\varphi c_\theta s_\psi - s_\varphi c_\psi q & c_\theta s_\varphi - c_\varphi s_\psi q \\ c_\varphi s_\theta c_\psi + s_\varphi s_\psi q & c_\varphi s_\theta s_\psi - s_\varphi c_\psi q & -s_\theta s_\varphi + c_\varphi c_\psi q \\ s_\varphi c_\psi q & s_\varphi s_\psi q & c_\varphi \psi q \end{bmatrix}.
\]

The forces acting on the quadrotor center of mass are the gravity, always oriented along the negative direction of the \( z \)-axis of \( F_0 \), the total thrust \( F \) applied by the four rotors and aligned with the positive \( z \)-axis of \( F_0 \), and the wind force \( W = (W_x, W_y, W_z)^T \), whose components are expressed in \( F_0 \) by convention. Each \( W_i \) for \( i \in \{x, y, z\} \) indicate forces rather than speeds. Having denoted with \( m \) the vehicle mass and with \( g \) the gravity acceleration, Newton’s equations for the translational motion of the center of mass are:

\[
\begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{z} \end{bmatrix} = -m \begin{bmatrix} 0 \\ 0 \\ g \end{bmatrix} + R \begin{bmatrix} 0 \\ 0 \\ F \end{bmatrix} + W,
\]

which can be expanded as

\[
\begin{bmatrix} m \dot{x} \\ m \dot{y} \\ m \dot{z} \end{bmatrix} = \begin{bmatrix} (s_\varphi c_\psi + s_\theta s_\psi q) F + W_x \\ (s_\varphi s_\psi - s_\theta c_\psi q) F + W_y \\ c_\varphi c_\psi F - m g + W_z \end{bmatrix}.
\]

Moreover, the vehicle angular velocity vector \( \eta = (p, q, r)^T \) can be referred to the Euler angles through the following dynamical relationship, for the ZXY convention, as

\[
\begin{bmatrix} p \\ q \\ r \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -q \\ 0 & q & 0 \end{bmatrix} \begin{bmatrix} 0 \\ \dot{\psi} \end{bmatrix} + \begin{bmatrix} \dot{\phi} \end{bmatrix} R_b(\varphi)
\]

By inversion the previous relationship yields:

\[
\begin{bmatrix} \dot{\phi} \\ \dot{\theta} \\ \dot{\psi} \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \begin{bmatrix} p \\ q \end{bmatrix} + \begin{bmatrix} \dot{p} \\ \dot{q} \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \end{bmatrix} \begin{bmatrix} r \end{bmatrix} \quad \text{or} \quad \begin{bmatrix} \dot{p} \\ \dot{q} \\ \dot{r} \end{bmatrix} = \begin{bmatrix} p \\ q \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \end{bmatrix} \begin{bmatrix} r \end{bmatrix}.
\]

Moreover, referring again to Fig. 1, the off-diagonal entries of the inertia matrix \( I \) are zero due to the symmetry of the quadrotor and the alignment of the axes of \( F_b \) with the vehicle principal inertia axes. Therefore, it holds \( I = diag(I_{xx}, I_{yy}, I_{zz}) \), where \( I_{xx}, I_{yy}, \) and \( I_{zz} \) indicate the inertia component around the axes of \( F_b \). Direct computation yields:

\[
\begin{align*}
I_{xx} \dot{p} & = t_{xy} \dot{q} + t_{xz} \dot{r} + I_{xx} p r - I_{xz} q r \\
I_{yy} \dot{q} & = t_{yx} \dot{p} + t_{yz} \dot{r} + I_{yy} q r - I_{yz} p r \\
I_{zz} \dot{r} & = t_{zx} \dot{p} + t_{zy} \dot{q} + I_{zz} r^2 - I_{xz} q r
\end{align*}
\]

Eqs. (1)–(3) represent one possible nonlinear dynamic model of a quadrotor aircraft. Other nonlinear models, that are useful when, unlike here, the center of mass has to be expressed in the body frame \( F_b \), can be found e.g. in Beard and McLain (2012).

It is also known that the \( i \)th rotor applies a force perpendicular to the plane of rotation of its blade (being thus aligned with the positive \( z \)-axis of the frame \( F_b \)), and proportional to the square of its rotation speed, i.e. \( k_F \Omega_i^2 \), where \( k_F \) is the thrust constant. This force also generates a torque around the orthogonal axis that is represented by the opposite arm of the vehicle chassis, and its value is \( i k_F \Omega_i^2 \), where \( i \) the arm length. Finally, the \( i \)th rotor produces a torque, due to the air drag force, that is opposite to its rotation axis and whose absolute value is again proportional to its rotation speed, i.e. \( k_D \Omega_i^2 \), where \( k_D \) is the drag constant. Moreover, there are two possible major configurations for the quadcopter: the so-called plus (+) and the cross (x) configurations. While the control of the yaw is identical for both configurations, roll and pitch control for the cross configuration uses all four rotors. Hence the cross configured quadcopter is considered to have more stability when compared to the plus configuration, which is more suitable for acrobatic maneuver (Norozi Ghazbi et al., 2016).
For the quadrotor in this article, the plus configuration model has been chosen to show the robustness of the control technique even in a lesser stable quadrotor configuration. Thus, the overall thrust $F$ and the components of the torque vector $T$ are related to the rotor speeds by the relationship:

$$
\begin{align*}
F & = \begin{pmatrix} k_F & k_F & k_F & k_F \end{pmatrix} \Omega_T^2 \\
\tau_\phi & = \begin{pmatrix} 0 & -l_kF & l_kF \end{pmatrix} \Omega_T^2 \\
\tau_\theta & = \begin{pmatrix} -k_M & k_M & k_M \end{pmatrix} \Omega_T^2.
\end{align*}
$$

(4)

It is finally worth noticing that the adopted nonlinear model is derived by following a standard modeling approach (Mahony et al., 2012), whose adequacy to provide accurate quadrotor models with respect to reality is well known in the literature and thus is not studied here. Moreover, by including the unknown wind input vector $(\vec{W}_w, \vec{W}_a, \vec{W}_b)^T$, the model is enabled to explicitly capture wind disturbance components, acting on the center of mass of the aircraft; possible terms affecting its orientation are assumed to be negligible and are then incorporated into the model uncertainty. This assumption derives from the fact that large wind gusts, such as those occurring during a storm, are characterized by wavelengths much longer than the quadrotor length. This implies that the wind force acting at each point of the quadrotor surface is practically uniform, and thus that the wind itself produces no meaningful net torque on it.

3. Observers for dynamic systems with partially unknown inputs

The theory on delayed UIOs has been developed in Sundaram and Hadjicostis (2007) for a class of discrete-time linear systems affected by fully-unknown inputs. Under the same assumptions of the above reference, the result is here extended to the case where some inputs are in fact available. To this purpose, consider a discrete-time system

$$
\begin{align*}
X_{k+1} & = A X_k + B_U U_k + B_N N_{k+1}, \\
Y_k & = C X_k + D_U U_k + D_N N_k,
\end{align*}
$$

(5)

where $k$ is a time step, $X_t \in \mathbb{R}^n$ is a state vector, $U_t \in \mathbb{R}^{nu}$ is a known input signal, $N_t \in \mathbb{R}^{nN}$ is an unknown input disturbance, $Y_t \in \mathbb{R}^p$ is an output vector, and $A, B_U, B_N, C, D_U$ and $D_N$ are matrices of suitable dimensions. Given a positive time delay $L$, one can define, for $k \geq L$, the output history vector $Y_{L}^T = (Y^T_{L-k}, Y^T_{L-k+1}, \ldots, Y^T_{L})$ piling the latest $L + 1$ outputs up to the current time. Then, a UIO is a discrete-time linear filter of the form

$$
\begin{align*}
\hat{X}_{k+L+1} & = E \hat{X}_{k+L} + F Y_{L}^T + B_U U_{k+L}, \\
\hat{N}_{k+L} & = h(\hat{X}_{k+L}, U_{k+L}, Y_{k+L}),
\end{align*}
$$

(6)

which can provide, for $k \geq L$, the delayed estimates, $\hat{X}_{k+L}$ and $\hat{N}_{k+L}$, of the system state and unknown input. That is, by the above iterative rule in Eq. (6), the UIO provides, at the time step $k = L$, the estimates $\hat{X}_L$ and $\hat{N}_L$, of the system state and unknown input. Moreover, by the above iterative rule in Eq. (6), the UIO provides, at the time step $k = L$, the estimates $\hat{X}_L$ and $\hat{N}_L$, of the system state and unknown input. Moreover, by the above iterative rule in Eq. (6), the UIO provides, at the time step $k = L$, the estimates $\hat{X}_L$ and $\hat{N}_L$, of the system state and unknown input.

The existence and the construction of such a UIO depend on conditions on the system matrices as it will be proven below. Recall first the definitions of $L$-step observability matrix $O^L = (C^T (CA)^T \ldots (CA^{L-1})^T)^T$ and $L$-step invertibility matrix $H^L = \text{Invert}(A, B_U, C, D_U, D)$ of a linear system described by the matrices $A, B, C, D$, and $\mathcal{D}$, that is

$$
\begin{align*}
O^L & = \begin{pmatrix} D & 0 & 0 \ldots & 0 \\
CB & D & 0 \ldots & 0 \\
CAB & CB & D \ldots & 0 \\
\vdots & \vdots & \vdots \ldots & \vdots \\
CA^{L-1}B & CA^{L-2}B \ldots & CB & D
\end{pmatrix},
\end{align*}
$$

(9)

and $H^L = \text{Invert}(A, B_U, C, D_U, D)$, respectively, given by

$$
\begin{align*}
U^L & = (U^T_{L-k+1}, \ldots, U^T_{k}), \\
N^L & = (N^T_{L-k+1}, \ldots, N^T_{k}),
\end{align*}
$$

(10)

which connects the $L$-step known and unknown input vectors $U^L$ and $N^L$, respectively, given by

$$
\begin{align*}
U^L & = (U^T_{L-k+1}, \ldots, U^T_{k}), \\
N^L & = (N^T_{L-k+1}, \ldots, N^T_{k}),
\end{align*}
$$

(11)

with the output history vector $Y^L$ through the invertibility matrices $H^L_U$ and $H^L_N$. Furthermore, by substituting Eq. (9) in Eq. (8), the following relationship is obtained

$$
\begin{align*}
E - A + F O^L X_{k+L} + F Y^L \left( \begin{pmatrix} U^L \ N^L \end{pmatrix}_{L-k} \right) & = 0,
\end{align*}
$$

(12)

where

$$
\Gamma^L = \begin{pmatrix} H^L_U & H^L_N - (B_N, 0, \ldots, 0) \end{pmatrix} = H^L - (0, B_N, 0, \ldots, 0).
$$

(13)

Now, by requiring that Eq. (10) holds for every $X_{k+L}$, $U^L$, and $N^L$, it directly follows that the matrices $E$ and $F$ must satisfy the conditions of the theorem.
Finally, the existence proof concludes by showing that a function \( h(\cdot) \) can be found, which uses the information of the differences between the one-step forward projection of the delayed estimated state and of its past value, and between the delayed expected output and the real past one. More precisely, it results:

\[
\begin{align*}
X_{k-L+1} - \hat{X}_{k-L+1} &= A X_{k-L} + B_U U_{k-L} + B_N N_{k-L} - \hat{X}_{k-L+1}, \\
Y_{k-L} - \hat{Y}_{k-L} &= Y_{k-L} - C \hat{X}_{k-L} - D_U U_{k-L} + D_N N_{k-L}.
\end{align*}
\]

As soon as the delayed system state estimate converges, i.e. \( \hat{X}_{k-L} \to X_{k-L} \) (and hence also the delayed output estimate does it, i.e. \( \hat{Y}_{k-L} \to Y_{k-L} \)), the left-hand side of the above expressions vanishes and the unknown input \( N_{k-L} \) can be reconstructed via the equation:

\[
N_{k-L} = G \begin{pmatrix} \hat{X}_{k-L+1} - A X_{k-L} - B_U U_{k-L} \\ Y_{k-L} - C \hat{X}_{k-L} - D_U U_{k-L} \end{pmatrix}
\]

where \( G = \begin{pmatrix} B_N^T, D_N^T \end{pmatrix}^T \) is the input decoupling matrix and \( \uparrow \) is the pseudo-inverse of a matrix.

**Remark 1.** If \( (B_N^T, D_N^T) \) is full-column rank, Eq. (7) in Theorem 1 is solvable if, and only if, \( \text{rank}(G) = \text{rank}(G_{1}) + m_N \). Moreover, \( E \) can be made Schur by the hypothesis of the pair \((C, A)\) being observable. \( \square \)

### 4. Application to wind estimation and compensation for quasi-hovering quadrotors

A quadrotor aircraft is in quasi-hovering if it is floating over a spot or slowly moving with small roll and pitch angles. Around this configuration, its dynamics can be described with enough accuracy by a linear approximated model, derived from Eq. (1), (2), and (3) (Burri et al., 2015; Michael et al., 2010). In the following, it is assumed that a misalignment due to a wind disturbance can be recovered while maintaining the quasi-hovering hypothesis. Under this hypothesis, this paper proposes the reference compensation and the wind estimation scheme depicted in Fig. 2.

#### 4.1. Approximate linear models

Consider that the aircraft is required to reach a desired position \((x_d, y_d, z_d)\) with a desired yaw angle \( \psi_d \), while a constant wind vector \( W = (W_x, W_y, W_z) \) is present. At the corresponding hovering equilibrium, by assuming that roll and pitch angles are small, i.e. \( \varphi, \theta \approx 0 \), the total thrust \( F \) and \( W \) are related by the following expression obtained from Eq. (1):

\[
W_z = 0, \quad F = m g - W_z.
\]

while the torques along all axes must be null, i.e.

\[
\tilde{\tau}_p = \tilde{\tau}_q = \tilde{\tau}_r = 0.
\]

as obtained from Eqs. (2) and (3). Through Eq. (4) the following conditions are obtained:

\[
\begin{align*}
-k_F \sum_{i=1}^i \Omega_i^2 &= mg - W_z, \\
-k_F \Omega_x^2 + k_F \Omega_y^2 &= 0, \\
-k_F \Omega_x^2 + k_F \Omega_z^2 &= 0, \\
-k_M \Omega_y^2 - k_M \Omega_z^2 + k_M \Omega_x^2 + k_M \Omega_z^2 &= 0.
\end{align*}
\]

which finally results in the fact that all required rotor speeds must be the same and given by

\[
\Omega_i = \omega_0(W_z) = \frac{1}{2} \sqrt{\frac{mg - W_z}{k_F}}, \quad \text{for all } i.
\]

It is worth noticing that each \( \Omega_i \) is nonlinearly dependent on the unknown vertical component of the wind, \( W_z \). However, when such a component is small compared to the gravity force, Eq. (12) can be approximated with a first-order Taylor expansion as follows:

\[
\omega_0(W_z) \approx \omega_0(0) + \frac{\partial \omega_0(W_z)}{\partial W_z}(0) W_z = \omega_0(0) - \frac{1}{4 k_F m g} W_z,
\]

where the unknown input \( W_z \) has been conveniently separated from the nominal hovering speed value \( \omega_0(0) = \sqrt{mg/k_F} \).

The linear approximated model of the aircraft center of mass motion can be obtained as a first-order truncation of the Taylor expansion of Eq. (1), being

\[
\begin{align*}
\dot{x} &= s_{\psi_d} F \varphi + c_{\psi_d} \tilde{F} \theta + W_x, \\
\dot{y} &= -c_{\psi_d} F \varphi + s_{\psi_d} \tilde{F} \theta + W_y, \\
\dot{z} &= \delta F + W_z,
\end{align*}
\]

where \( \delta F = F - F = F - mg + W_z \) is its variation. The first two equations of Eq. (14) linearly depend on \( \varphi, \theta \), which will be used as internal control variables, and the disturbance input \( W_z \). Moreover, a linear approximation of \( \delta F \) can be obtained by expanding to the first order the first row of Eq. (4), thus leading to

\[
\delta F = 2 k_F \omega_0(W_z) (\delta \Omega_1 + \delta \Omega_2 + \delta \Omega_3 + \delta \Omega_4),
\]

where the rotor speed variations are defined as \( \delta \Omega_i = \Omega_i - \omega_0(0) \) for all \( i \).

Plugging then Eq. (13) into Eq. (15) gives

\[
\delta F = \sqrt{k_F m g} \sum_{i=1}^4 \delta \Omega_i - \frac{W_z}{\sqrt{mg}} \sum \delta \Omega_i,
\]

which finally allows the last dynamic equation of Eq. (14) to be re-written as

\[
\begin{align*}
\dot{W}_z &= \sqrt{k_F m g} (\delta \Omega_1 + \delta \Omega_2 + \delta \Omega_3 + \delta \Omega_4) + W_{z,\theta},
\end{align*}
\]

where

\[
W_{z,\theta} = W_z \left( 1 - a (\delta \Omega_1 + \delta \Omega_2 + \delta \Omega_3 + \delta \Omega_4) \right),
\]

with \( a = \frac{1}{\sqrt{mg}} \). Furthermore, assuming again that roll and pitch remain small (\( \varphi, \theta \approx 0 \)) during the entire operation of the aircraft, Eq. (2) is reduced to \( \psi = p, \theta = q \) and \( \psi = r \), which plugged into Eq. (3), along with the last three relationships of Eq. (4), yields

\[
\begin{align*}
I_{x,\psi} \dot{\psi} &= \left( \begin{array}{c} k_F (\Omega_2^2 - \Omega_1^2) - a \theta \psi \\
I_{y,\psi} \dot{\psi} &= \left( \begin{array}{c} k_F (\Omega_2^2 - \Omega_1^2) - b \varphi \psi \\
I_{z,\psi} \dot{\psi} &= k_M (\Omega_2^2 + \Omega_3^2 - \Omega_1^2 - \Omega_4^2) - c \varphi \theta \psi \end{array} \right) \right)
\right).
\end{align*}
\]

with \( a = I_{x,\psi} - I_{y,\psi} \), \( b = I_{y,\psi} - I_{z,\psi} \), and \( c = I_{z,\psi} - I_{x,\psi} \). The linearized model for the aircraft attitude motion is thus obtained, through a first-order Taylor expansion, where Eq. (13) is again used, giving the following expression:

\[
\begin{align*}
I_{x,\psi} \dot{\psi} &= \left( \begin{array}{c} I_{x,\psi} \left( \delta \Omega_1 - \delta \Omega_2 \right) + W_{\phi,\psi} \\
I_{y,\psi} \dot{\psi} &= \left( \begin{array}{c} I_{y,\psi} (\Omega_2^2 - \Omega_1^2) + W_{\beta,\psi} \\
I_{z,\psi} \dot{\psi} &= \left( \begin{array}{c} \beta (\delta \Omega_4 + \delta \Omega_3 - \delta \Omega_1 - \delta \Omega_2) + W_{z,\psi,\psi} \end{array} \right)
\right),
\end{align*}
\]

where \( \beta = k_M \sqrt{mg/k_F} \) and

\[
W_{\phi,\psi} \left( -\frac{W_z}{\sqrt{mg}} (\delta \Omega_4 - \delta \Omega_1) \right),
\]

\[
W_{\beta,\psi} \left( -\frac{W_z}{\sqrt{mg}} (\delta \Omega_2 - \delta \Omega_4) \right),
\]

\[
W_{z,\psi,\psi} \left( -\frac{k_M W_z}{\sqrt{mg}} (\delta \Omega_4 + \delta \Omega_3 - \delta \Omega_1 - \delta \Omega_2) \right),
\]

are the cross-coupled wind disturbance components.
Remark 2. The linear approximation of the aircraft model allows all unknown wind force components to be gathered into suitable disturbance terms.

Remark 3. The $x$ and $y$ wind force components affect only the aircraft linear motion under the assumption of small angles, while component $z$ always has an impact on the aircraft hovering configuration. Its adoption introduces approximations whose accuracy diminishes with the increase of the attitude angles and hence, contributes to the overall model uncertainty generated also by all neglected nonlinear terms. It should be noticed here that, in the presence of a strong wind, it may be necessary for any control algorithm to violate the small-angle assumption. Indeed, to accurately hover on a spot or track a trajectory, any adopted controller needs to tilt the aircraft so that the projections of the total thrust vector, along the $x$, $y$, and $z$ axes, balance the wind force components, which eventually may lead the aircraft to attain roll and pitch angles that are far from zero.

4.1. Horizontal wind scenario

When the wind gust is assumed to be horizontally blowing, i.e. when $\dot{W}_z = 0$ for all $t$, it also holds

$$W^*_{z,z} = W^*_{z,\theta} = W^*_{z,\psi} = 0,$$

for all $t$, and the unknown input signal vector reduces to

$$N = (W_x, W_y)^T.$$

The corresponding equilibrium point is characterized by $\bar{F} = mg$, $x = x_0$, $y = y_0$, $z = z_0$, $\theta = \psi = \psi_0$, while the desired values for the speed variables $u$, $v$, $w$, $\dot{\psi}$, $\dot{\theta}$, are null. Having defined the aircraft state as

$$X = (x - x_0, y - y_0, z - z_0, u, v, w, \psi, \dot{\psi}, \theta, \dot{\theta}, r)^T,$$

one obtains, from the first two equations of Eq. (14), from Eq. (16), and from Eq. (18), the following linear state form

$$\begin{align*}
X &= A^* X + B_U^* U + B_N^*(N), \\
Y &= C X + D_U U + D_N^*(N).
\end{align*}$$

where

$$A^* = \begin{pmatrix}
0_{3 \times 3} & I_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} \\
0_{3 \times 3} & g c_{\psi_0} & g c_{\psi_0} & 0 \\
0_{3 \times 3} & -g c_{\psi_0} & g c_{\psi_0} & 0 \\
0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} & I_{3 \times 3} \\
0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3}
\end{pmatrix},$$

$$B_U^* = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & b_y & -b_w \\
0 & 0 & 0 & 0 & 0 & 0 & -b_y & b_w \\
0 & 0 & 0 & 0 & 0 & b_y & 0 & b_w \\
0 & 0 & 0 & 0 & 0 & b_w & 0 & b_y
\end{pmatrix},$$

$$B_N^{(1)} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1/m & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1/m & 0 & 0 & 0 & 0
\end{pmatrix},$$

with $b_z = \sqrt{k_F g/m}$, $b_y = l \sqrt{k_F g/I_{xx}}$, $b_\theta = l \sqrt{k_F g/g_c}$, $b_w = k_M \sqrt{mg/k_F/12}$, and $D_U$ and $D_N^{(1)}$ are null matrices of proper dimensions. Moreover, assuming that linear and angular positions can be measured through GPS and IMU sensors, respectively, the output matrix

$$C = \begin{pmatrix}
I_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} \\
0_{3 \times 3} & I_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3}
\end{pmatrix}.$$

Finally, to apply the UIO theory described in Section 3, it is necessary to obtain a discrete-time model for the aircraft dynamics as in the form of Eq. (5). As usual, this result can be achieved by sampling all continuous-time variables, and thereby defining the discrete-time quantities

$$X_k = X(T_k), \quad U_k = U(T_k), \quad N_k = N(T_k), \quad Y_k = Y(T_k),$$

where $T$ is a suitable sample time and $k$ is the discrete time step, and by using e.g. the following Euler discretization

$$A = I_{12 \times 12} + T A^*, \quad B_U = T B_U^*, \quad B_N = T B_N^{(1)}.$$

4.1.2. General wind scenario

In case of wind blowing from a generic direction, and thus also including a possibly non-null vertical component, $W_z \neq 0$, the complete unknown input signal vector becomes

$$N = (W_x, W_y, W_{z,x}, W_{z,y}, W_{z,\theta}, W_{z,\psi}, W_{z,\psi_0}, W_{z,\psi_0})^T.$$

Fig. 2. Architecture of the proposed controller with cascaded position and attitude regulation and wind estimation and compensation. The measured state $X$ and rotor speed variations $\delta \omega$ are used to obtain wind estimates $\dot{W}$, which are mapped to the proper translated references, $x_0^*, y_0^*, z_0^*$, and $\psi_0^*$ through Eq. (33) and (36); these position references are then used to derive commanded roll $\dot{\psi}$ and pitch $\dot{\theta}$, which, along with the yaw reference are converted to the required thrust variation $\delta F$ and torque variations, $\delta T_x$, $\delta T_y$, $\delta T_z$, finally these quantities are converted to rotor speed variations and, by adding $\omega_{\delta}(0)$, to the required absolute rotor speeds $\Omega$. 

$$X = A^* X + B_U^* U + B_N^*(N), \quad Y = C X + D_U U + D_N^*(N).$$

(22)
and the aircraft dynamic model reads
\begin{align*}
\dot{X} &= A^*X + B^*_cU + B^*_N N, \\
Y &= C X + D_U U + D^*_N N, \\
\end{align*}
where
\begin{equation}
B^*_N = \begin{pmatrix}
0_{3 \times 3} & \frac{1}{\omega} I_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} \\
0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} & \frac{1}{\omega} I_{3 \times 3} \\
0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} \\
\end{pmatrix}
\end{equation}
where $B^*_N$ is a null matrix of proper dimensions; in this way the discrete-time quantities defined as in Eq. (24) evolve according to the dynamic and input matrices
\begin{equation}
A = I_{12 \times 12} + TA^*, \quad B_c = TB^*_c, \quad B_N = TB^*_N,
\end{equation}
the output matrix $C$ defined as in Eq. (24), and the null matrices $D_U$ and $D^*_N$, to which the UIO theory presented above can be applied.

### 4.2. Realization of the UIO filters

The design of the UIO filters for both wind scenarios can be obtained with the application of the theory presented in Section 3, while their construction can be carried out by following similar steps as in Sundaram andHadjicostis (2007).

#### 4.2.1. Horizontal wind scenario

For the dynamic model in Eq. (22), the feasibility rank condition (see Remark 1) is satisfied with delay $L = 2$, thereby ensuring the existence of a UIO filter using, at every instant, two consecutive output values. More precisely, the direct computation of the UIO matrices yields the dynamic matrix
\begin{equation}
E = 0_{12 \times 12},
\end{equation}
the output injection matrix
\begin{equation}
F = \begin{pmatrix}
\Delta & 0_{3 \times 3} & F_{1,3} & 0_{3 \times 3} & \Delta & 0_{3 \times 3} \\
0_{3 \times 3} & 0_{3 \times 3} & F_{2,3} & 0_{3 \times 3} & 0_{3 \times 3} \\
0_{3 \times 3} & - \frac{1}{\omega} I_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} & \frac{1}{\omega} I_{3 \times 3} \\
\end{pmatrix},
\end{equation}
where $\Delta \in \mathbb{R}^{3 \times 3}$ is a matrix with all null entries except for $\Delta(3,3) = 1/3$, $F_{1,3} = I_{3 \times 3} - 2 \Delta$, $F_{2,3} = \frac{1}{2} (I_{3 \times 3} - 3 \Delta)$ and finally the input decoupling matrix of Eq. (11) given by
\begin{equation}
G = \begin{pmatrix}
0_{2 \times 3} & \frac{1}{\omega} I_{2 \times 2} & 0_{2 \times 3}
\end{pmatrix}.
\end{equation}

#### 4.2.2. General wind scenario

By repeating for the dynamic model in Eq. (26) the feasibility rank condition (see Remark 1), it is apparent that the required delay is $L = 2$, also in this case. The obtained UIO filter dynamic matrix $E$ is null, while $F$ and $G$ are reported in Appendix.

Finally, by collecting Eq. (17), (19), (20), and (21), as in
\begin{equation}
\begin{pmatrix}
W_{z,\psi}^*, W_{x,\phi}^*, W_{z,\phi}^* \end{pmatrix}^T = M \tilde{W}_z,
\end{equation}
with
\begin{equation}
M = \begin{pmatrix}
1 - \frac{1}{2} \sqrt{\frac{2}{w_0}} (\delta \Omega_1 + \delta \Omega_2 + \delta \Omega_3 + \delta \Omega_4) \\
- \frac{1}{2} \sqrt{\frac{2}{w_0}} (\delta \Omega_4 - \delta \Omega_5) \\
- \frac{k_m}{2 \sqrt{\frac{2}{w_0}}} (\delta \Omega_1 + \delta \Omega_2 - \delta \Omega_3 - \delta \Omega_4)
\end{pmatrix},
\end{equation}
the third component of the wind, $\tilde{W}_z$, can be reconstructed as
\begin{equation}
\tilde{W}_z = (M^T M)^{-1} M^T \begin{pmatrix}
W_{z,\psi}^*, W_{x,\phi}^*, W_{z,\phi}^* \end{pmatrix}.
\end{equation}

### Remark 4.

The approach proposed in Sundaram and Hadjicostis (2007) requires that all four rotor speeds and all three wind-force components be unavailable, leading to a total of seven unknown inputs. The corresponding rank test as in Remark 1, with $m_w = 7$, fails to find an integer delay $L \in [1,12]$, thus indicating that a UIO filter where all inputs are considered unknown cannot be constructed. This depends on the fact that, at hovering, the throttle force and the $z$ component of the wind are identically aligned (and thus indistinguishable) in this case, a UIO filter such as the one proposed, using the values of the rotor speeds, is instead required.

### Remark 5.

Since the general wind scenario includes the more specific one with only horizontal wind, the UIO filter derived for the 3D case can effectively produce a correct estimate even when $W_z = 0$ for all $t$. However, when it is known that the wind blows practically horizontally, it is convenient to use the more compact UIO filter obtained in 4.2.1, which avoids the calculation of Eq. (28) and involves smaller matrices $F$ and $G$. Furthermore, obtaining the 2D-scenario filter from the 3D-case one is not immediate, since the dependency on the system parameters is lost during the derivation of the larger matrices $F$ and $G$.

### 4.3. Position and attitude control and recovery

A common strategy to cope with the aircraft underactuation is by using the four-rotor inputs to directly control the $z$ position of the center of mass and the vehicle attitude ($\phi, \theta, \psi$), and then to exploit roll and pitch as internal inputs, which drive the remaining longitudinal and lateral $x$ and $y$ positions (see e.g. Mahony et al., 2012). As it is known, this approach gives rise to a cascaded proportional-derivative controller, in which a first position controller generates the required thrust $F$ and the commanded roll and pitch signals, $\phi_t$ and $\theta_t$, while a second attitude controller determines the required torques $r_{\phi}, r_{\theta}$, and $r_{\psi}$. Thrust and torques are then converted to rotor speed commands by inverting Eq. (4). This paper adopts and extends this approach here by assuming that the wind force is constant or slowly varying, i.e.
\begin{equation}
W_z(t) = \tilde{W}_z, \quad W_x(t) = \tilde{W}_x, \quad W_y(t) = \tilde{W}_y.
\end{equation}

A possible way to derive such a regulator is presented below.

#### 4.3.1. Horizontal wind scenario

In the case of a horizontally blowing wind, the third and the fifth equations of the dynamic model in Eq. (22) read
\begin{equation}
\dot{z} = w, \quad \dot{w} = b_w (\delta \Omega_1 + \delta \Omega_2 + \delta \Omega_3 + \delta \Omega_4),
\end{equation}
and its last six equations read
\begin{equation}
\begin{aligned}
\dot{\phi} &= b_{\phi} (\delta \Omega_4 - \delta \Omega_5), \\
\dot{\theta} &= b_{\theta} (\delta \Omega_2 - \delta \Omega_3), \\
\dot{\psi} &= b_{\psi} \delta \Omega_1 - \delta \Omega_4 - \delta \Omega_2,
\end{aligned}
\end{equation}
which can be rewritten as
\begin{equation}
\begin{pmatrix}
\dot{z} \\
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{pmatrix} = \begin{pmatrix}
\delta \Omega_1 \\
\delta \Omega_4 \\
\delta \Omega_2 \\
\delta \Omega_1
\end{pmatrix}
\end{equation}
where
\begin{equation}
G_1 = \begin{pmatrix}
b_z & b_z & b_z & b_z \\
0 & b_\phi & 0 & b_\phi \\
-b_\theta & b_\psi & 0 & b_\psi
\end{pmatrix}.
\end{equation}
By forcing the above equation to have the following convergent dynamics
\begin{equation}
\begin{pmatrix}
\dot{z} \\
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{pmatrix} = \begin{pmatrix}
-k_{z,2} z - k_{z,1} (z - z_d) \\
-k_{\phi,4} \psi - k_{\phi,1} (\phi - \phi_d) \\
-k_{\theta,2} \theta - k_{\theta,1} (\theta - \theta_d) \\
-k_{\psi,2} \psi - k_{\psi,1} (\psi - \psi_d)
\end{pmatrix} = \begin{pmatrix}
\frac{\alpha t}{\delta \Omega_1} \\
\frac{\alpha t}{\delta \Omega_4} \\
\frac{\alpha t}{\delta \Omega_2} \\
\frac{\alpha t}{\delta \Omega_1}
\end{pmatrix}.
\end{equation}
with \( k_{x,i}, k_{y,i}, k_{\theta,i}, k_{\phi,i} > 0 \), for \( i = 1,2 \), one obtains that the first part of the controller can be described by the formula:

\[
(\delta \Omega_1, \delta \Omega_2, \delta \Omega_3, \delta \Omega_4)^T = \Gamma_i^{-1} \left( \delta F, \delta \tau_{\phi}, \delta \tau_{\theta}, \delta \tau_{\psi} \right)^T ,
\]

where \( \phi \) and \( \theta \) are command signals that are assumed to be small, slowly changing, and that have still to be chosen. Moreover, the remaining equations of (22) are given by

\[
\dot{x} = u, \quad \dot{y} = v, \quad \dot{u} = g \psi_y \phi + g \psi_y \theta + W_\psi / m, \quad \dot{v} = -g \psi_y \phi + g \psi_y \theta + W_\psi / m ,
\]

which can be rewritten as

\[
\begin{pmatrix} \dot{x} \\ \dot{y} \end{pmatrix} = \Gamma_2 \begin{pmatrix} \phi \\ \theta \end{pmatrix} + \frac{1}{m} \begin{pmatrix} W_x \\ W_y \end{pmatrix} ,
\]

with

\[
\Gamma_2 = g \begin{pmatrix} \psi_y \psi_y \\ -\psi_y \psi_y \end{pmatrix} .
\]

Imposing for the above equation the convergence behavior described by

\[
\begin{pmatrix} \dot{x} \\ \dot{y} \end{pmatrix} = \begin{pmatrix} -k_{x,i} x - k_{x,i} (x - x_d) \\ -k_{y,i} y - k_{y,i} (y - y_d) \end{pmatrix} ,
\]

with \( k_{x,i}, k_{y,i} > 0 \), for \( i = 1,2 \), one can obtain the best-effort roll and pitch command signals

\[
\begin{pmatrix} \phi_c \\ \theta_c \end{pmatrix} = \Gamma_2^{-1} \begin{pmatrix} -k_{x,i} x - k_{x,i} (x - x_d) - \frac{1}{m} W_x \\ -k_{y,i} y - k_{y,i} (y - y_d) - \frac{1}{m} W_y \end{pmatrix} ,
\]

where \( W_x \) and \( W_y \) are the available estimates of the wind gust force, which completes the structure of the cascaded controller. Equivalently, one can combine the compensation term of the wind with the desired \( x \) and \( y \) positions, by rewriting the above expression as follows

\[
\begin{pmatrix} \phi_c \\ \theta_c \end{pmatrix} = \Gamma_2^{-1} \begin{pmatrix} -k_{x,i} x - k_{x,i} (x - x_d) \\ -k_{y,i} y - k_{y,i} (y - y_d) \end{pmatrix} ,
\]

with

\[
x_d = x_d - \frac{1}{k_{x,i,m}} W_x, \quad y_d = y_d - \frac{1}{k_{y,i,m}} W_y .
\]

Finally, since all involved dynamic equations are of second order, the simplest choice for the parameters of the controllers is

\[
k_{\phi,1} = k_{\phi,2} = k_{\phi,3} = k_{\phi,4} = 2 \lambda_\phi, \quad k_{\theta,1} = k_{\theta,2} = k_{\theta,3} = k_{\theta,4} = 2 \lambda_\theta,
\]

where \(- \lambda_\phi < 0 \) and \(- \lambda_\theta < 0 \) are the desired eigenvalues characterizing the aircraft attitude and position dynamics, respectively. In order to enforce the underlying condition that \( \phi_c \) and \( \theta_c \) be slowly varying with respect to the attitude regulation dynamics, it must also be \( \lambda_\phi \gg \lambda_\theta \). Fig. 2 shows the position and attitude controller in the general system architecture.

### 4.3.2. General wind scenario

In the presence of wind also with a non-null vertical component, it follows from the linearized model in Eq. (26), that the second equation of (29) and the fourth, fifth, and sixth equations of (30) become

\[
\begin{align*}
\dot{\psi} &= b_\psi (\delta \Omega_1 + \delta \Omega_2 + \delta \Omega_3 + \delta \Omega_4) + \frac{1}{m} \tilde{W}^* \\dot{z}, \\
\dot{\theta} &= b_\theta (\delta \Omega_1 + \delta \Omega_2 + \delta \Omega_3 + \delta \Omega_4) + \frac{1}{m} \tilde{W}^* \\dot{z}, \\
\dot{\phi} &= b_\phi (\delta \Omega_1 + \delta \Omega_2 + \delta \Omega_3 + \delta \Omega_4) + \frac{1}{m} \tilde{W}^* \\dot{z}, \\
\dot{r} &= b_r (\delta \Omega_1 + \delta \Omega_2 + \delta \Omega_3 + \delta \Omega_4) + \frac{1}{m} \tilde{W}^* \\dot{z},
\end{align*}
\]

Table 1

<table>
<thead>
<tr>
<th>Erlecopter's parameters.</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft's Mass, m</td>
<td>1.12</td>
<td>[kg]</td>
</tr>
<tr>
<td>Inertia along x, I_x</td>
<td>3.48 \times 10^{-2}</td>
<td>[kg m^2]</td>
</tr>
<tr>
<td>Inertia along y, I_y</td>
<td>4.59 \times 10^{-2}</td>
<td>[kg m^2]</td>
</tr>
<tr>
<td>Inertia along z, I_z</td>
<td>9.77 \times 10^{-2}</td>
<td>[kg m^2]</td>
</tr>
<tr>
<td>Axle length, l</td>
<td>0.141</td>
<td>[m]</td>
</tr>
<tr>
<td>Thrust constant, k_f</td>
<td>8.55 \times 10^{-4}</td>
<td>[N m/rad²]</td>
</tr>
<tr>
<td>Drag constant, k_d</td>
<td>1.60 \times 10^{-2}</td>
<td>[N m/rad²]</td>
</tr>
</tbody>
</table>

With straightforward calculations, like the horizontal wind case, it can be found that Eq. (31) generalizes to

\[
\begin{align*}
\delta \Omega_1 &= \Gamma_1^{-1} \left( -k_{\phi,2} \phi - k_{\phi,1} (\phi - \phi_c) - \frac{1}{I_x} \tilde{W}^* \\dot{z} \right), \\
\delta \Omega_2 &= \Gamma_1^{-1} \left( -k_{\theta,2} \theta - k_{\theta,1} (\theta - \theta_c) - \frac{1}{I_y} \tilde{W}^* \\dot{z} \right), \\
\delta \Omega_3 &= \Gamma_1^{-1} \left( -k_{\phi,2} \psi - k_{\phi,1} (\psi - \psi_c) - \frac{1}{I_z} \tilde{W}^* \\dot{z} \right), \\
\delta \Omega_4 &= \Gamma_1^{-1} \left( -k_{\theta,2} \psi - k_{\theta,1} (\theta - \theta_c) - \frac{1}{I_z} \tilde{W}^* \\dot{z} \right),
\end{align*}
\]

and \( \tilde{W}^* \\dot{z} \) are the estimated cross-coupled wind components. The remainder of the controller regulating the \( x \) and \( y \) positions maintains the same structure as above.

**Remark 6.** It should be noticed that a transversal wind, i.e., a wind blowing in any direction, mainly occurs only when the quadrotor hovers close to a hill or a very irregular ground. Horizontal components are typically much more intense and frequent than the vertical ones. Moreover, the assumption of a practically horizontal wind gust, in which the vertical component is negligible, allows obtaining a simpler and smaller state-input observer (UIO), which can be of benefit for low-cost aircraft systems with less computational power.

### 5. Simulation and experimental validation

This section presents the validation of the proposed approach using an Erlecopter Aircraft platform. Tests and results are presented by increasing complexity, starting from Matlab/Simulink simulation, to ROS/Gazebo emulation, and finally to real experiments.

#### 5.1. Simulink-based validation

As a first validation step, the quadrotor linearized model derived in Section 4-(A1), the UIO filter obtained in Section 4-(B1), and the pose recovery scheme of Section 4-(C) have been implemented in the Matlab/Simulink environment. The purpose of this first step is to show the “core” behavior of the proposed method in ideal conditions, without the presence of model uncertainties due to nonlinearities, delays due to the dynamics of the propellers, and noise measurement. The parameters of the Erlecopter which have been identified are available from data-sheets and are reported in Table 1.

The aircraft dynamic model has been simulated in continuous time, while the UIO filter has been designed with a first-order Euler time-discretization of the model as shown in Eq. (24) and (25) and afterwards implemented at 100 Hz (thus with \( T = 10^{-2} \) s). The controlled system has been tested for its ability to execute two typical tasks with horizontal wind gust bursts: (1) hovering maintenance and (2) spiral trajectory tracking. The first task aims to evaluate the controlled aircraft’s resilience to largely changing winds when trying to keep a constant position, while the UIO filter has been designed with a first-order Euler time-

which is useful when the quadrotor has to circle a target point while landing or taking off. The general case with a generic wind is omitted here for lack of space and will be directly shown in the next step.

Wind gusts are modeled according to the Military Specification MIL-F-8785C (Specification, 1980), which is commonly used to assess airplane responses to large wind disturbances. The mathematical representation of a wind gust force along each component \( W_i \), with \( i \in \{x, y\} \), is the following:

\[
W_i = \begin{cases}
0 & \text{if } \sigma_i < 0, \\
\frac{W_{i,m}}{2} \left(1 - \cos \left( \frac{2\pi}{\sigma_i} \right) \right) & 0 \leq \sigma_i \leq d_{i,m}, \\
\frac{W_{i,m}}{2} & \sigma_i > d_{i,m},
\end{cases}
\]

where \( W_{i,m} \) is the gust amplitude, \( d_{i,m} \) is the distance from the start of the gust to the point at which the gust velocity reaches a maximum, and \( \sigma_i \) is the distance the aircraft has penetrated the gust, which is dynamically updated in accordance with the motion of the aircraft itself. For a more in-depth description and motivation of the model, the reader can also see the Ref. Etele (2006). To obtain wind gust bursts, the amplitude \( W_{i,m} \) is chosen as a time-parameterized sinusoid function with unitary amplitude and frequency \( f_i \), i.e.

\[
W_{i,m}(t) = \sin(2\pi f_i t).
\]

The same wind gust model is also used in the next step validation with ROS/Gazebo, which will be presented in the next subsection.

**Fig. 3.** Results from a Matlab/Simulink simulation run with horizontal wind gusts. The controlled quadrotor quickly reaches a desired position of \( x = 1 \text{ m}, y = 1 \text{ m}, z = 2 \text{ m} \) and \( \psi = \frac{5 \cdot 10^{-3}}{\text{rad}} \). As the wind-gust series starts at \( t = 15 \text{ s} \), the UIO rapidly reconstructs the wind-force component signals and provides their values to the pose recovery controller. The controller commands rotor speed signals that ensure a sufficient total thrust and lead to suitable roll and pitch angles. From \( t = 38 \text{ s} \), the quadrotor starts tracking a spiral trajectory, while the wind-gust series continues to be present. It can be observed that the small-value hypothesis for the roll and pitch angles is always satisfied.

### 5.2. ROS/Gazebo-based software-in-the-loop (SITL) validation

As a second validation step, the proposed solution has been tested within a ROS/Gazebo-based framework at least for the following three reasons: (1) to test and assess the algorithm’s robustness to model and measurement uncertainties, (2) to show the independence of the proposed estimator with respect to the controller used, provided that the information about the rotor speeds is available, and (3) to obtain a SITL validation of the proposed software implementation, later enabling us to proceed with its direct upload on the real Erlecopter platform without the need to change or re-tune any control parameter.

To ensure complete software compatibility with the Erlecopter Brain 3 interface, ROS Indy distribution and Gazebo 4 have been used. In particular, the architecture implemented is as follows: (1) ROS provides a middleware layer for the SITL simulation, (2) the Gazebo software provides a reliable simulation platform for the aircraft physics, including wind gust forces, and (3) a Matlab/Simulink scheme implements the proposed UIO filter. Gazebo receives the rotor speeds from subscribed ROS topics and publishes the aircraft pose (position and attitude) to ROS, while the Matlab/Simulink node subscribes and receives these pose topics.

The Erlecopter dynamics simulated in Gazebo is equivalent to the full nonlinear model described in Sun et al. (2020) (cf. Eq. 1-6 in the reference), where only the aerodynamic yaw damping coefficient \( \gamma \) is neglected, i.e. \( \gamma = 0 \). The model also includes the four propellers’ dynamics and saturation and measurement noise.

The first simulation has been done in a hybrid modality, by using the proposed UIO filter, designed for a horizontal wind scenario, in combination with the Ardupilot controller. This aimed at showing one of the appealing features of the proposed method, which is the possibility to be easily plugged in within existing commercial solutions, thereby enabling a fast technological transfer. The simulation has required the Erlecopter system to execute a takeoff-and-hovering task with the presence of a constant horizontal wind force of amplitude \( N = (\overline{W}_x, \overline{W}_y) = (1.2, 0.8) \text{ N} \). Fig. 4 shows the obtained results when, starting from \( X(0) = 0_{12 \times 1} \), the drone is required to move to \( x = 0 \text{ m}, y = 0 \text{ m}, z = 9 \text{ m}, \) and \( \psi_d = -1.15 \text{ rad} \). As it can be seen, the UIO filter can accurately reconstruct the two wind components. As the Ardupilot controller is used as a black box, the desired positions and yaw angle are corrected to the values, \((x^*_d, y^*_d, z^*_d)^T\) and yaw angle \( \psi^*_d \).
The Erlecopter is required to takeoff up to $x_d = 0$ m, $y_d = 0$ m, $z_d = 9$ m, with required yaw of $\psi_d = -1.15$ rad, while the wind amplitude is $N = (\bar{W}_x, \bar{W}_y) = (1.2, 0.8)$ N.

The UIO filter can estimate the wind with a high accuracy and the linear controller allows accurate tracking of a spiral trajectory. From Eq. (33) and (36), in order to compensate for the effect of the estimated wind. The figure shows that the controller asymptotically tracks the original desired pose. A small difference in the rotor speeds at the hovering configuration can be observed, with $\Omega_1 = \Omega_2 > \Omega_3 = \Omega_4$, which causes a final very small yet non-zero yaw torque, and is due to the slow adjustment of the yaw angle commanded by the Ardupilot when close to the desired one $\psi_d$. This final slow variation of the yaw can be seen in the left-bottom graph of the picture. Notwithstanding that the controller is encapsulated within the Erlecopter Brain Interface, the UIO filter can effectively retrieve the wind components within few seconds and before the aircraft reaches the desired steady-state.

The second simulation aims at showing the results obtained by using the proposed full solution (estimator + linear regulator) with the most general scenario, in which the aircraft is required to track a spiral trajectory while generic-direction wind gusts are present. Fig. 5 presents the outcomes of the SITL validation with a wind gust of amplitude $N = (\bar{W}_x, \bar{W}_y, \bar{W}_z) = (2.20, 1.70, 0.35)$ N. The UIO filter can estimate the wind with a high accuracy and the linear controller allows accurate tracking of a spiral trajectory.

It is finally worth comparing the estimation and tracking performance of the proposed method with those obtained by the hybrid UIO+Ardupilot solution, and the recently proposed MPC-based solution described in Kamel et al. (2017).

Fig. 6 compares typical behaviors of the controlled Erlecopter, obtained via ROS/Gazebo SITL simulations when the aircraft is required to hover and is subject to a horizontal yet constant wind. In the simulation, the Ardupilot is provided with desired positions, corrected according to the UIO information as in Eq. (33) and (36). Since the comparison is performed with the proposed linear controller, the linear MPC from (Kamel et al., 2017) is selected, with default controller values. In the simulation with the proposed approach, the proportional and derivative gains have been chosen as $\lambda_p = 0.18$ and $\lambda_d = 1.8$, to be compliant with the ones of the MPC. Remarkably, all three solutions are capable of dealing with the presence of noise. However, in the two simulations with the implemented UIO, the wind estimation is faster and the achieved accuracy is much higher (the average relative estimation error is below 0.1% along every direction) than the ones obtained with the MPC approach (where the average relative estimation error is around 3.2% for the $x$ and $y$ directions and 41% for the $z$ component). For the tracking skills, the proposed solution performs better than the MPC, which is, in turn, more effective than the Ardupilot. However, it is also noteworthy that a larger steady-state error of the yaw angle occurs when the MPC is adopted.
which represents a condition even more challenging than that of a
estimation and control solution with sudden and large step-wise
winds. A step-wise wind force signal of storm category with magnitude
\(N = (11,10,7)^T\) N is successfully reconstructed and its effect compensated. Controller gains are
\(T = 94\) rad (53.85 degrees), respectively, which are clearly far from the small-angle hypothesis. An exact characterization
of the region of attraction of the controlled system, attained by using
our linear controller, is a task depending on the aircraft's mass, inertia,
actuator saturation, etc, and is out of the scope of the present work.
Most importantly, the simulation shows that such a region is not small
and that the proposed solution has a large validity.

5.3. Experimental validation

As the final step in the validation process, experiments on a real
Erlecopter platform have been carried out within a scenario with
a time-varying horizontal wind. The experimental setup includes an
Erlecopter platform and a base station, which are connected to the local
network. From a hardware perspective, the electronics of the aircraft
consist of a Raspberry Pi 3 Model B computer board, four brushless
DC motors, and four Electronic Speed Controllers (ESC) for regulating
the propeller speeds. It also includes a WIFI dongle to communicate via
TCP/IP with the base station, from which the quadrotor system receives
a server node and providing the ROS publish–subscribe abstraction
relevant processes: (1) an onboard ROS Indigo distribution acting as
a software node and providing the ROS publish–subscribe abstraction
layer for the other processes; (2) two publisher ROS nodes reading
data from the GPS and IMU+Compass sensors, respectively, (3) a
Matlab/Simulink-compiled ROS-node implementing the proposed UIO,
already used during the ROS/Gazebo validation, which is subscribed
to the desired aircraft pose specified by the base station and to the
real smoothed wind gust. According to the Beaufort wind force scale,
adopted in many countries, a storm is characterized by a wind-gust
series with horizontal speed components \(v_x, v_y \in [24.5, 28.4] \text{ m/s}\) and
wavelength \(\sigma \in [9, 12.5] \text{ m}\). The corresponding wind forces \(W_x, W_y\)
affecting the quadrotor depend on the air density \(\rho\) and the quadrotor
sections \(S_x, S_y\) exposed to the wind. Using the formula reported below
in Eq. (37), the worst-case speed of 28.4 m/s approximately corresponds
to a wind force of 9.7618 N. Fig. 7 illustrates the behavior of the
controlled Erlecopter, closed in the loop with the proposed UIO filter
and linear controller when a step wind force of \(N = (11,10,7)^T\) N
is instantaneously applied. It can be observed that even though our
solution has been designed under the assumption of small roll \(\varphi\)
and pitch \(\theta\) angles, it can successfully handle also the large and sudden
wind gust case. Steady-state roll and pitch angles are about 0.86 rad
(49.27 degrees) and −0.94 rad (−53.85 degrees), respectively, which
are clearly far from the small-angle hypothesis. An exact characterization
of the region of attraction of the controlled system, attained by using
our linear controller, is a task depending on the aircraft's mass, inertia,
actuator saturation, etc, and is out of the scope of the present work.
Most importantly, the simulation shows that such a region is not small
and that the proposed solution has a large validity.

Furthermore, as observed above, the robustness of the proposed
solution, that is based on the linearized model, has to be check with
respect to the possible violation of the small-angle assumption. To
this purpose, as a final evaluation step within the ROS/Gazebo en-
vironment, it is worth assessing the applicability of our proposed
estimation and control solution with sudden and large step-wise winds,
which represents a condition even more challenging than that of a

![Fig. 6. Estimation and tracking performance comparison obtained via the proposed
method (blue), the hybrid solution of the UIO filter and the Ardupilot controller (cyan),
and the MPC proposed in Kamel et al. (2017) (red), when the Erlecopter is required
to hover at one point while affected by a horizontal wind force of constant amplitude
\(N = (1,2,0.8,0)\) N. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)](image)

![Fig. 7. ROS/Gazebo-based testing of the controlled Erlecopter, closed in the loop with the proposed UIO and linear controller, under the occurrence of a sudden and large step-wise
wind. A step-wise wind force signal of storm category with magnitude \(N = (11,10,7)^T\) N is successfully reconstructed and its effect compensated. Controller gains are \(\lambda = 0.4\) and \(\lambda = 4\). Steady-state roll and pitch angles are about 0.86 rad (49.27 degrees) and −0.94 rad (−53.85 degrees), respectively, which are clearly far from the small angle hypothesis.
This reveals a large applicability of the proposed method.](image)
commanded rotor speeds, and which publishes the estimated wind force components, \((\hat{W}_x, \hat{W}_y, \hat{W}_z)\), and the desired pose, \((x', y', z', \varphi', \psi', \theta')\) according to Eq. (33) and (36), and (4) an Erle-Brain Ardupilot node which is subscribed to correct the desired pose and publishes the commanded rotor speeds, \((\Omega_1, \Omega_2, \Omega_3, \Omega_4)\).

Moreover, the base station consists of a two-dimensional anemometer sensor and a PC. In particular, ground-truth information about the norm and direction of the horizontal wind-speed is measured by an R30M 3-cup rotor sensor and a wind vane, respectively (see Fig. 1). Such information is sampled by a Campbell Scientific CR1000 datalogger and finally transferred to the PC via an RS232 connection port. The measured wind speed components, \(v_x\) and \(v_y\), are converted to the corresponding wind force components, \(W_x\) and \(W_y\), according to the known formula:

\[
W_i = \rho S v_i^2, \quad \text{for } i \in \{x, y\}. \tag{37}
\]

where \(\rho \approx 1.225 \text{ Kg/m}^3\) is the air density at sea level, and the quadrotor lateral sections, for small roll and pitch, can be approximated as \(S_i = S_j = 9.88 \cdot 10^{-4} \text{ m}^2\). The PC mounts a Linux OS and runs the following two relevant processes: (1) a ROS node acting as a remote client of the ROS server onboard the aircraft; an APM Ardupilot Mission Planner node, receiving the desired position and heading information specified by the end-user via its Graphical Interface (GUI), and communicating it to the ROS server via MAVlink; (2) a subscriber-only ROS node saving synchronized data about the ground truth and the wind estimated by the UIO node. A block scheme depicting the above-described data flow is reported in Fig. 8.

The experiment aims at validating the effectiveness of the proposed approach in reality, within an outdoor scenario with a horizontal wind acting on the aircraft. Specifically, the scope is to highlight the differences from the simulated results and to assess the accuracy of the obtained wind estimation and attained pose. The experiment also aims at verifying the real feasibility of the hybrid solution, where the proposed UIO is used in combination with the existing Ardupilot controller. During the test, the quadrotor is required to take off and hover at around 0.5 meter-height and then reach the desired position \(x_d = y_d = 0, z_d = 3 \text{ m and } \psi_d = 3 \text{ rad.} \) The anemometer sensors are placed at around 1-meter distance and the same height as the desired hovering position. The results of the experiment are illustrated in Figs. 9 and 10. The small difference in the rotor speeds, which appears in pairs, is coherent with that observed during the ROS/Gazebo-based simulation of Fig. 4, in which the Erlecopter is also hovering. This confirms that the CAD and dynamic models used for the Erlecopter are very accurate. The UIO filter can successfully estimate the horizontal wind force components with an average relative estimation error of about 1.12% and 0.78% along the \(x\) and \(y\)-axis. The rotor speeds commanded by the Ardupilot controller are also coherent with the simulations. The obtained average relative tracking errors along \(x, y, z\), and \(\psi\) are 0.26%, 0.27%, 0.18%, and 0.17%, respectively, thus showing good accuracy of the method. It is very important to notice that the actual feasibility of this hybrid solution proves a possible rapid technology transfer to existing comment platforms.

While a real experiment with a wind force signal belonging to the storm category is not easy to be performed, the control signals commanded by the proposed approach are feasible even with a low-cost aircraft system, such as the Erlecopter. To show this, consider a wind with a speed of 28.4 m/s, blowing for simplicity along the positive direction of \(x\)-axis in \(F_\theta\). Given the formula in Eq. (37), the corresponding wind force \(W_i\) affecting the Erlecopter is about 9.76 N. At the equilibrium, the resultant of the gravity force (oriented towards the negative direction of the \(z\)-axis of \(F_\theta\)), the thrust force \(F\) (oriented towards the positive direction of the \(z\)-axis of \(F_\theta\)), and the wind force,
having an amplitude of \( W_{\gamma} \) and pointing by assumption towards the positive direction of the \( x \)-axis of \( F_\gamma \) must be null. Assuming without loss of generality \( \psi = 0 \), it must hold \( \phi = 0 \) rad, \( \theta = \arctan(W_{\gamma}/(mg)) \), and \( \dot{F} = (mg)^2 + W_{\gamma}^2 \). Given the aircraft mass \( m = 1.12 \) Kg, the steady-state pitch and thrust values are \( \dot{\theta} = 0.726 \) rad and \( \dot{F} = 14.70 \) N. Moreover, since at the equilibrium all rotors are spinning at the same velocity (to have zero torques), the total thrust \( \dot{F} \) is shared among the four rotors, each of which has to contribute with \( F/4 = 3.7 \) N. For the thrust constant value of \( k_p = 8.5 \cdot 10^{-4} \text{ N/rad}^2 \), this means that each rotor spins at 65.6 rad/s. In this respect, the Erlecopter system is provided with four 5-V DC brushless motors with propellers, which can spin at 920 rpm/N, which is about 96 rad/s per volt. Thus, the above-required speed attained in simulation is also feasible in reality, thereby confirming that a platform such as the Erlecopter can compensate for these strong winds.

6. Conclusion

This paper presents a novel approach for wind gust estimation and quasi-hovering position control of a quadrotor aircraft. The proposed solution consists of a linear dynamic filter for the estimation of the unknown wind which is acting as an exogenous disturbance input and unknown wind gusts are blowing. Under these circumstances, it is expected that the linearized model does not describe accurately enough the behavior of the aircraft, and a nonlinear model, including actuator delays and saturation, must be used instead. This would require the exploitation of more computationally involved approaches for deriving reliable nonlinear unknown state-input observers. Another feature to be introduced when dealing with such a more complex scenario is a wind prediction scheme, which may require learning the actual wind model from estimates obtained online from the unknown input observer. Obviously, such desired estimation and control solutions for more dynamic motion tasks will require more computation power and thus also larger energy storage than that normally found in low-cost commercial aircraft.
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Appendix

This section reports the details about the derivation of the two UIO filters:

(1) Invertibility Condition: When designing the UIO as described in Sundaram and Hadjicostis (2007), the rank of \((B_{U_2}^T, D_{U_2}^T)^T\) must be full and \( L \) has to be determined as the smallest delay such that \( \text{rank}(H^L) = \text{rank}(\mathbb{H}_{12}^{n_1}) + m_N \) is satisfied. For the case of this paper, \( L = 2 \) as it holds \( \text{rank}(\mathbb{H}_1^2) - \text{rank}(\mathbb{H}_1^1) = 3 \) or explicitly

\[
\text{rank}
\begin{pmatrix}
D_N & 0 & 0 \\
CB_N & D_N & 0 \\
CAB_N & CB_N & D_N
\end{pmatrix}
= 3.
\]

(2) Matrices \( E \) and \( F \): To find matrices \( E \) and \( F \), it is essential to determine a matrix \( N \) whose rows form a basis of the left nullspace of \( H^1 \). In this case, \( \dot{N} = I_{12\times12} \) and thus matrix \( N \) has the form

\[
N = W \begin{pmatrix} I_P & 0 & 0 \end{pmatrix}, \quad \text{where } P = 6.
\]

Furthermore, \( W \) has to satisfy the condition

\[
\begin{pmatrix} 0 \\ 1 \end{pmatrix} = \begin{pmatrix} D_N \\ CB_N \\ CAB_N \end{pmatrix} = W \begin{pmatrix} I_P & 0 & 0 \end{pmatrix} \begin{pmatrix} D_N \\ CB_N \\ CAB_N \end{pmatrix} = W \begin{pmatrix} 0_{12 \times 3} \\ (T_j/m)I_{3 \times 3} \\ 0_{3 \times 3} \end{pmatrix}. \]

A choice for matrix \( W \) such that its last \( m_N = 3 \) rows are a left inverse of matrix \( H \) and its first \( 2n - m_N = 21 \) rows form a basis of the left nullspace of \( H \) is

\[
W = \begin{pmatrix}
I_{12 \times 12} & 0_{12 \times 3} & 0_{12 \times 3} \\
0_{3 \times 3} & I_{3 \times 3} & 0_{3 \times 3} \\
m/T_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3}
\end{pmatrix}.
\]

From the above equation, it follows:

\[
N = \begin{pmatrix}
I_{12 \times 12} & 0_{12 \times 3} & 0_{12 \times 3} \\
0_{3 \times 3} & I_{3 \times 3} & 0_{3 \times 3} \\
m/T_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3}
\end{pmatrix} \begin{pmatrix} I_P & 0 & 0 \end{pmatrix}.
\]

As a next step, the following decomposition is done

\[
\begin{pmatrix} S_1 \\ S_2 \end{pmatrix} = N \begin{pmatrix} C \\ CAB \end{pmatrix}.
\]

where \( S_2 \) is made of the last \( m_N = 3 \) rows of the above matrix and \( S_1 \) is the remainder ones. Finally \( F_1 \) is determined so that \( E = A - BS_2 - F_1, S_1 \) is Schur. As the quadrotor eigenvalues are unstable, it is necessary to find \( F_1 \), e.g. by using the Matlab command \( \text{place}(A - BS_2, S_1, p) \).
order to allocate all eigenvalues at the locations specified by a vector $p$. Finally, the input-state observer dynamic matrix is

$$E = \begin{pmatrix} 0_{3 \times 9} & 0_{9 \times 9} \cr 0_{9 \times 9} & E_{22} \end{pmatrix}, \quad E_{22} = \begin{pmatrix} 1 & 0 & 0 \cr 0 & 0 & 0 \cr 0 & 0 & 0 \end{pmatrix},$$

the output injection matrix $F$ is, as per Eq. (8), given by

$$F = \begin{pmatrix} 0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 9} \\ 0_{3 \times 9} & 0_{3 \times 9} & 0_{3 \times 9} & 0_{3 \times 9} \\ 0_{3 \times 9} & 0_{3 \times 9} & 0_{3 \times 9} & 0_{3 \times 9} \\ 0_{3 \times 9} & 0_{3 \times 9} & 0_{3 \times 9} & 0_{3 \times 9} \end{pmatrix},$$

and the input decoupling matrix of Eq. (11) is

$$G = \begin{pmatrix} 0_{2 \times 3} & 0_{2 \times 3} & 0_{2 \times 3} & 0_{2 \times 13} \end{pmatrix}.$$


