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ABSTRACT 
The problem of constructing optimum stratum boundaries (OSB) and the problem 

of determining sample allocation to different strata are well known in the 

sampling literature. To increase the efficiency in the estimates of population 

parameters these problems must be addressed by the sampler while using stratified 

sampling. There were several methods available to determine the OSB when the 

frequency distribution of the study (or its related) variable is known. Whereas, the 

problem of determining optimum allocation was addressed in the literature mostly 

as a separate problem assuming that the strata are already formed and the stratum 

variances are known.  However, many of these attempts have been made with an 

unrealistic assumption that the frequency distribution and the stratum variances of 
the target variable are known prior to conducting the survey. Moreover, as both 

the problems are not addressed simultaneously, the OSB and the sample allocation 

so obtained may not be feasible or may be far from optimum. 

In this paper, the problems of finding the OSB and the optimum allocation are 

discussed simultaneously when the population mean of the study variable y  is of 

interest and its frequency distribution ( )f y  or the frequency distribution ( )f x  

of its auxiliary variable x  is available. The problem is formulated as a Nonlinear 

Programming Problem (NLPP) that seeks minimization of the variance of the 

estimated population parameter of the target variable, which is subjected to a fixed 

total sample size. The formulated NLPP is then solved by executing a program 
coded in a user’s friendly software, LINGO. Two numerical examples, when the 

study variable or its auxiliary variable has respectively a uniform and a right-

triangular distribution in the population, are presented to demonstrate the practical 

application of the proposed method and its computational details. The proposed 

technique can easily be applied to other frequency distributions. 

 

1. INTRODUCTION 

Stratified random sampling is the most commonly used sampling technique in 

sample surveys. It is used when the units vary considerably (heterogeneous) so 

that the population parameters (mean or total) are estimated with greater 

precision. 

To gain the precision in the estimates, the use of stratified sampling in sample 

surveys needs the solution of the following three basic problems: 

(1) The determination of the number of strata. 

(2) The determination of the optimum strata boundaries. 
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(3) The determination of the optimum sample sizes in various strata. 

Assuming that the number of strata in problem (1) is predetermined, the present 

paper deals with the problems (2) and (3), that is, the determination of optimum 

strata boundaries and the determination of the optimum sample sizes to be 

drawn from various strata in a survey. 

It is known that stratified random sampling will be efficient if the strata are so 

constructed within which the units are internally homogeneous as much as 

possible with respect to the characteristics under study. In other words, the 

maximum precision can be achieved if the strata are formed in such a way that 

the stratum variances ( )2

hy
S  are as small as possible for a given type of sample 

allocation. Then the problem of constructing such strata is known as optimum 

stratum boundaries (OSB), which can be achieved effectively when the 

frequency distribution of ( )y  is known. This problem was first discussed by 

Dalenius in [1950], when a single characteristic is under study and the study 

variable (y) itself is used as stratification variable. He presented a set of minimal 

equations for finding the OSB. Unfortunately these equations could not usually 

be solved because of their implicit nature. Hence attempts have been made by 

several authors to obtain the strata boundaries including Dalenius and Gurney 

[1951], Mahalanobis [1952], Hansen, et al. [1953], Aoyama [1954], Dalenius 

and Hodges [1959], Ekman [1959], Sethi [1963], Unnithan [1978], Lavallée and 

Hidiroglou [1988], Hidiroglou and Srinath [1993], Sweet and Sigman [1995], 

Hedlin [2000], Rivest [2002], Lednicki and Wieczorkowski [2003], Gunning 

and Horgan [2004], Kozak [2004], Keskintürk and Er [2007], etc. They used the 

frequency distribution of the main study variable and proposed different 

techniques for determining the strata boundaries under various allocations of the 

sample sizes. Most of these authors achieved the calculus equations for the strata 

boundaries which are not suitable to adopt for practical computations. They 

obtained only the approximate solutions of OSB under certain assumptions.  

When the frequency distribution of the auxiliary variable x  is known, many 

authors such as Dalenius [1957], Taga [1967], Singh and Sukhatme [1969, 1972, 

1973], Singh and Prakash [1975], Singh [1971, 1975], Mehta et al. [1996], Rizvi 

et al. [2002], and Gupta et al. [2005] have suggested different approximation 

method of determining OSB. 

Another kind of stratification method that has been proposed in the literature is 

due to Bühler and Deutler [1975] and Khan, et al. [2002, 2005, 2008, 2009]. 

They formulated the problem of determining OSB as an optimization problem 

and developed a computational technique to solve the problem by using 

dynamic programming. Considering the problem as an equivalent problem of 

determining optimum strata width, Khan, et al. [2002, 2005, 2008, 2009] 

formulated the problem as a mathematical programming problem (MPP) for the 

populations with different frequency distributions and developed solution 

procedures using dynamic programming techniques. This procedure could give 
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exact solution, if the frequency distribution of the study variable is known and 

the number of strata is fixed in advance. 

The main problem for many of the techniques discussed above is that the 

authors ignored the sample allocation problem while constructing the OSB, 

assuming that the proportional, Neyman or optimum allocation will be used.  

Such OSB may not always be feasible and thus optimal, especially when the 

populations are small and/or skewed. The final stratification should be 

considered a combination of stratum boundaries as well as stratum sample sizes.  

In this present paper, both the problems of determining OSB and sample 

allocation are considered simultaneously. The problems are formulated as a 

nonlinear programming problem that minimizes the variance of the estimate 

which is subjected to a fixed total sample size. 

 

2. FORMULATION OF THE PROBLEM AS AN NLPP 

2.1 Problem of Determining Optimum Sample Sizes 

Let the population be stratified into L  strata based on a study variable y  and the 

estimate of its mean Y  is of interest. If hn  be a simple random sample drawn 

independently from different strata and hy  denotes an unbiased sample estimate 

of 
hY  for the characteristic in stratum h , then an unbiased estimate of the 

population mean Y  is given by 

1

,
L

st h h

h

y W y
=

=∑                      (1) 

where, hW = hN

N
,  hN = number in stratum h , and 

1

L

hh
N N

=
=∑ .  

The variance of the estimate sty  is given by 

2 2 2

1 1

var( )
L L

h hy h hy

st

h hh

W S W S
y

n N= =

= −∑ ∑ .                 (2) 

Where, 2

hy
S  denotes the stratum variance of the characteristic y in the h − th 

stratum. 

If the total sample size n for a stratified survey is predetermined, a reasonable 

criterion for obtaining the optimum allocation hn  is to minimize the variance, 

var( )sty , of the stratified sample means of the characteristic given in (2).  

Further, for practical application of any allocation the integer values of the 

sample sizes are required. They could be obtained by simply rounding off non-

integer sample sizes to their nearest integral values. However, in many situations 

the rounded-off sample allocation may be infeasible or sub-optimal.  
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Thus, the problem of finding the allocation ( )1,..., Ln n  for a fixed sample size n 

may be given as the following all integers NLPP: 

Minimize 
2 2 2

1 1

var( )
L L

h hy h hy

st

h hh

W S W S
y

n N= =

= −∑ ∑  

subject to    
1

L

h

h

n n
=

=∑ ;  

1
h h

n N≤ ≤  and hn  are integers, ( 1,2,..., )h L= .                            (3) 

The restrictions h hn N≤  are imposed to avoid oversampling and the restrictions 

1 hn≤  are imposed so that all the L  strata with at least one unit are formed. 

2.2 Problem of Determining OSB 

Let the population be stratified into L  strata based on the study variable y and 

( )f y  denotes frequency function of y. If 0y  and  Ly  be the smallest and largest 

values of y, then a problem of determining the strata boundaries is to cut up the 

range,  

0Ly y d− =  (say),                                    (4) 

at intermediate points 1 2 1,..., Ly y y −≤ ≤ ≤  such that the variance of the stratified 

sample mean, var( )sty , given in (2) is minimum. 

Thus, the problem of determining the OSB can be stated as: 

Minimize 

2 2 2

1 1

var( )
L L

h hy h hy

st

h hh

W S W S
y

n N= =

= −∑ ∑  

 subject to 0 1 2 1,..., L Ly y y y y−≤ ≤ ≤ ≤ ≤ .               (5) 

It can be noted that, if the target population is small, one cannot expect the 

sampling fraction 
h hn N  is negligible and hence the finite population correction 

factor in the objective function of (5) cannot be ignored. Also, when frequency 

function of the study variable ( )f y  is known, the values of hW  and 2

hy
S  can be 

expressed as a function of boundary points ( )1 ,h hy y−  of h − th stratum by 

1

( )

h

h

y

h

y

W f y dy

−

= ∫                                           (6) 

1

2 2 21
( )

h

h

y

hy hy

h y

S y f y dy
W

µ

−

= −∫                               (7) 
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Where,    

1

1
( )

h

h

y

hy

h y

yf y dy
W

µ

−

= ∫                      (8) 

Let 1 0h h hd y y −= − ≥  denotes the width of the h − th ( 1,2,...,h L= ) stratum. 

With the above definition, (4) is expressed as 

( )1 0

1 1

L L

h h h L

h h

d y y y y d−

= =

= − = − =∑ ∑  

Thus, the k − th stratification point ky ;  1,2,..., 1k L= −  can be expressed as: 

0 1 2

1

.......k k

k k

y y d d d

y d−

= + + + +

= +
 

Then, the problem of determining OSB in (5) can also be considered as the 
problem of determining optimum strata widths and may be expressed as the 

following NLPP: 

2 2 2

1 1

1

Minimize var( )

subject to ,

and 0; 1,2,..., .

L L
h hy h hy

st

h hh

L

h

h

h

W S W S
y

n N

d d

d h L

= =

=


= − 




= 

≥ =



∑ ∑

∑              (9) 

 

2.3 Problem of Determining OSB and Sample Sizes: 

Thus, merging (3) and (9), the problem of determining OSB and the optimum 

allocation of sample size is formulated as an NLPP as follows: 

 

   

2 2 2

1 1

1

1

Minimize var( )

subject to ,

,

and 0; 1 ;  integers, 1,2,..., .

L L
h hy h hy

st

h hh

L

h

h

L

h

h

h h h h

W S W S
y

n N

d d

n n

d n N n h L

= =

=

=


= − 



=


=



≥ ≤ ≤ = 



∑ ∑

∑

∑

              (10) 
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2.4 Problem of Determining OSB and Sample Sizes using Auxiliary 

Variable 

Indisputably, optimum stratification could be achieved effectively by having the 

distribution of the main study variable known, and create strata by cutting the 

range of the distribution at suitable points. In Section 2.3, the problem of 

determining OSB and sample allocation is formulated based on the study  

variable ( )y  itself and its frequency distribution ( )f y  is assumed to be known. 

However, this may not be feasible in practice since in many situations the study 

variable is unknown prior to conducting the survey, which leads to use of the 

distribution of closely related variable ( )x , called auxiliary variable. Often y  is 

highly correlated with x  such that the regression of y  upon x  has 

homoscedastic errors. In situations like this, stratification can be achieved using 

the auxiliary variable. By and large, auxiliary data are readily available or can be 

made available easily with minimum cost and effort. 

Moreover, if the stratification is made based on x , it may lead to substantial 

gains in precision in the estimate, although it will not be as efficient as the one 

based on y . However, if the regression of y  on x  fits well within all strata, the 

boundary points for both the variables should be nearly the same. 

Consider the regression model: 

( )y xλ ε= + ,                        (11) 

where ( )xλ  is a linear or nonlinear function of x  and ε  is an error term such 

that 0E xε  =   and ( )var x xε φ  =   for all x . 

Under the model (11), the stratum mean hyµ  and the stratum variance 2

hyS  can 

be expressed as (see Singh and Sukhatme, 1969): 

hy hλµ µ=                             (12) 

and   

2 2

hy h hS S λ φµ= +                         (13) 

where hλµ  and 
hφµ  are the expected values of ( )xλ  and ( )xφ  respectively, and 

2

hS λ  denotes the variance of ( )xλ  in the h-th stratum. 

If λ  and ε  are uncorrelated, from the model (11), 2

hy
S  can also be expressed as 

(see Dalenius and Gurney [1951]): 

2 2 2

hy h hS S Sλ ε= + ,                        (14) 
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where 2

hS ε  is the variance of ε  in the hth stratum. It is, therefore, minimizing 

(2) is equivalent to minimizing 

( ) ( )2 2 2

1 1

var( )
L L

h h h h h h

st

h hh

W S W S
y

n N

λ φ λ φµ µ

= =

+ +
= −∑ ∑ .                (15) 

Let ( );f x a x b≤ ≤  be the frequency function of the auxiliary variable x, which 

is used for determining OSB by cutting its range d b a= −  at ( )1L −  

intermediate points 0 1 2 1,..., L La x x x x x b−= ≤ ≤ ≤ ≤ ≤ =  such that (15) is 

minimum. 

Thus, from (10), the OSB and the optimum allocation can be formulated as the 
following NLPP: 

( ) ( )2 2 2

1 1

1

1

Minimize var( )

subject to ,

and 0; 1 ;  integers, 1,2,..., .

L L
h h h h h h

st

h hh

L

h

h

L

h

h

h h h h

W S W S
y

n N

d d

n n

d n N n h L

λ φ λ φµ µ

= =

=

=

+ +
= −


=


=



≥ ≤ ≤ = 



∑ ∑

∑

∑
            (16) 

For a known ( )f x , the values of 2

h
S λ  and 

hφµ  can be expressed as a function of 

boundary points ( )1,h hx x−  of h − th stratum by 

( )
1

22 21
( )

h

h

x

h h

h x

S x f x dx
W

λ λλ µ

−

= −∫                                 (17) 

and  

1

1
( ) ( )

h

h

x

h

h x

x f x dx
W

φµ φ

−

= ∫                      (18) 

Where, 

1

( )
h

h

x

h

x

W f x dx

−

= ∫                                              (19) 

and     
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1

1
( ) ( )

h

h

x

h

h x

x f x dx
W

λµ λ

−

= ∫                          (20) 

 

3. THE SOLUTION PROCEDURE USING LINGO 

When the number of strata (L) and the total sample size (n) are predetermined, 

the NLPP (10) and (16) may be solved by executing a program developed in the 

LINGO software package for a known ( )f y  or ( )f x .  

4. NUMERICAL ILLUSTRATIONS 

In order to demonstrate the computational details of the proposed technique, two 

sets of populations that follow respectively uniform and right-triangular 

distributions are considered. 

4.1 Population 1: Uniform Distribution 

The uniform distribution is a family of continuous probability distributions.  It is 
frequently a probability model of many events of items that has equal 

probability of occurrence over a given range.  The distribution is defined by the 

two parameters, a and b, which are its minimum and maximum values. 

The general formula for the probability density function of the uniform 
distribution is  

1
;

( )

0; otherwise

a x b
f x b a


≤ ≤

= −


                   (21) 

Some continuous variables in the engineering, industry, management, and 
biological sciences have uniform probability distributions. For example, in a 
survey of telecom industry, the actual time of occurrence of one telephone call 

arrived at switchboard within one interval, say ( )0, t  is distributed uniformly 

over this interval. Similarly, the delivery time of equipment in an interval, or 
selecting a location to observe the work habit of workers in a certain assembly 

line, etc. are uniformly distributed (see Wackerly et al. [ 2008]). 

Estimating the distribution of the population: 

The data set of Population 1 of size 1000N =  provides the information of the 

study variable y that has the minimum value 
0y  = 0.000391 and the maximum 

value Ly  = 0.998604.  

Thus, the dataset gives the range of the distribution as 
0

0.998213
L

d y y= − = . 

To determine the distribution, we construct a relative frequency histogram of y.  
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Figure 1: Frequency Histogram for y. 

 

The Q-Q plot of y in Figure 2 and the Kolmogrov-Smirnov test (D=0.0291, p-

value = 0.3653) also confirm that y has a uniform distribution. 

 

 

Figure 2: Q-Q Plot of y. 
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For testing whether a particular distribution, if needed, one can use some method 

of goodness of fit. Also there are some software (such as, EasyFit at 
mathwave.com: http://www.mathwave.com/easyfit-distribution-fitting.html), 

which allow to automatically or manually fit a large number of distributions 
including uniform distribution to the data. 

Formulation of the Problem Determining OSB and Sample sizes as an 

NLPP: 

As the study variable y has uniform distribution with density function given in 

(21), using (6), (8) and (7), we obtain: 

h

h

d
W

b a
=

−
, where 

1h h h
d y y −= −                    (22) 

and   

2
2

12

h

yh

d
S =                     (23) 

Substituting (22) and (23), the NLPP (10) is solve for constructing a 

predetermined number of strata, say L =  4, with a fixed total sample size 

100n =  for Population 1 using LINGO.  For this population, 0a y=  = 

0.000391, 
Lb y=  = 0.998604 and 

0Ld y y= −  = 0.998213. 

Then, the OSB ( )*

h
y  and the optimum sample sizes ( )*

h
n  using the proposed 

method as discussed earlier are obtained as shown in Table 1. The stratum width 

( )*

hd , stratum weight ( )hW , stratum variance ( )2

hS  and the variance of the 

estimate, var( )sty , are also presented in the table. 

 

Suppose that the information on the study variable is not available but its 

auxiliary variable x. For a sample data, it has been seen that y has a linear 

regression model with x, that is: 
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( )x xλ α β= +                         (24) 

For this population, the auxiliary variable follows uniform distribution of the 

form (21) with  

0a x=  = 0.002877, Lb x=  = 1.999727 and 
0Ld x x= −  = 1.998685.  

The estimated regression coefficients are α̂ = -0.026 and β̂ = 0.505. 

Using (17), (21) and (24) we obtain: 

2

2

12

h

h h

h

d
S λ

β
=  

Assumed that the regression model is common across the strata, that is,  

ˆ
hβ β= = 0.505.  

The expected stratum variance of the error is obtained as:  

 MSE 0.000101
hφµ = = , 

Where MSE is the mean square of residuals for the regression model. Then, 

solving the MPP (16), the OSB of the auxiliary variable ( )*

h
x  and hence the 

OSB of study variable  ( )*

h
y  along with the optimum sample sizes ( )*

hn  and 

variance of the estimate of study variable are obtained as shown in Table 2.  

 

4.2 Population 2: Right-Triangular Distribution 

The right-triangular distribution is a family of continuous probability 

distribution, which models many observable phenomena that shows the number 

of successes when the most likely success falls at the maximum and the least 

likely success falls at the minimum values. For example; less income earned by 

a larger portion of families in a society, whereas a very few families earns larger 
income.  
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The distribution is defined by two parameters a and b, which are its minimum 

and maximum values where respectively the most likely and the least likely 

number of items fall.  

The general formula for the probability density function of a right-triangular 
distribution is given by 

( )
2

2( )
;

( )

0;           otherwise.

b x
a x b

b af x

−
≤ ≤

−= 



                                   (25) 

Estimating the distribution of the population: 

The data set of Population 2 of size 800N =  provides the information of the 

study variable y that follows a right-triangular distribution with the minimum 

value 0y  = 0.003716 and the maximum value Ly  = 1.943307.  

Thus, the dataset gives the range of the distribution as  

0
1.939591

L
d y y= − = .  

Formulation of the Problem Determining OSB and Sample sizes as an 

MPP: 

As the study variable y has right-triangular distribution with density function 

given in (25), using (6), (8) and (7), we obtain: 

( )

( )
2

2h h h

h

d a d
W

b a

−
=

−
,  

where  

( )1

1 1

h

h h ll
a b y b a d

−

− =
= − = − +∑                (26) 

and   

( )
( )

2 2 2

2

2

6 6

18 2

h h h h h

yh

h h

d d a d a
S

a d

− +
=

−
                     (27) 

Substituting (26) and (27), the MPP (10) is solve for constructing L =  4 with a 

fixed total sample size 150n =  using LINGO.   

Then, the OSB ( )*

hy  and the optimum sample sizes ( )*

hn  using the proposed 

method as discussed earlier are obtained as shown in Table 3. The stratum width 
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( )*

hd , stratum weight ( )hW , stratum variance ( )2

hS  and the variance of the 

estimate, var( )sty , are also presented in the table 

 

 

When the information on the study variable is not available, an auxiliary 

variable x is considered, which is found to be linearly regressed with y for a 

sample data, that is: 

( )x xλ α β= +    

The estimated regression coefficients are found as: α̂ = -0.023 and β̂ = 0.675. 

Using (17), (25) and (24) we obtain: 

( )
( )

2 2 2

2 2

2

6 6

18 2

h h h h h

yh h

h h

d d a d a
S

a d
β

− +
=

−
 

Assumed that the regression model is common across the strata, that is,  

ˆ
hβ β= = 0.675.  

The expected stratum variance of the error is obtained as: 

  MSE 0.000157hφµ = = , 

Where MSE is the mean square of residuals for the regression model. Then, 

solving the MPP (16), the OSB of the auxiliary variable ( )*

hx  and hence the 

OSB of study variable  ( )*

hy  along with the optimum sample sizes ( )*

hn  and 

variance of the estimate of study variable are obtained as shown in Table 4.  
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5. CONCLUSION 

The problem of determining OSB and the allocation of sample size are discussed 

by many authors mostly either separately or they determined the OSB under a 

particular allocation. The OSB so obtained may be infeasible or sub-optimum, 

especially for small and skewed populations.  

In this research, an attempt is made to solve both the problems simultaneously. 

The problems are formulated as an NLPP, which is solved by developing a 

program coded in a user friendly software LINGO. 
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