Computational Intelligent (CI) techniques have become an apparent need in many bioinformatics applications. In this article, we make the interested reader aware of the necessity of CI, providing a basic taxonomy of proteomics, and discussing their use, variety and potential in a number of both common as well as upcoming proteomics application.
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1. Introduction

Computational intelligence (CI) is a branch of computer science studying problems for which there are no effective computational algorithms and plays a very essential role in 21st century’s world. A good part of CI research is concerned with low-level cognitive functions such as perception, object recognition, signal analysis, discovery of structures in data and so on. It has several emerging applications in biological sciences, forensic science, pattern recognition, banking and much more. In the biological sciences, deciphering of a three-dimensional structure of a protein sequence is considered to be a vital and challenging task. The identification of the three dimensional structure of a protein sequence provides objective information about the function of a protein. The structure of a protein can be determined by experimental methods which is not only a slow and time consuming process, but in many cases it’s almost impossible. The abundance of protein data requires the advancement of computational techniques to predict protein structures in a reasonable amount of time.

2. Computational Intelligent in Proteomics

The knowledge of protein three-dimensional (3D) structures is vitally important for biomedical research, such as protein function analysis, mutagenesis experiments and rational drug design. Although the X-ray crystallography technique can determine protein 3D structures with high resolution, they are still time consuming, expensive and cannot be readily applied to the proteins that cannot be successfully crystallized, including most membrane proteins. The nuclear magnetic resonance (NMR) is a powerful tool that can determine the 3D structures of membrane proteins of small and medium size in solutions [1–3], but it is also time-consuming and costly. In order to acquire the protein structural information at a large scale and in a timely manner, high throughput fast computational protein structure prediction methods, such as homology modelling [4, 5], could be used. Since the accuracy of predicted protein structures depend on the relatedness of homologous structural templates and the correctness of sequence alignment [4], assessing the quality of protein structural models is important for controlling and analysing the quality of the predicted models.

Protein model quality assessment plays a profound role in protein structure prediction and related applications [6]. Accurate quality assessment of protein models can help rank a pool of candidate models predicted for a given query protein. A number of model quality assessment methods and tools, such as Model Evaluator [7], APOLLO [8], and QMEAN [9] have been developed by the blessing of CI. These methods evaluate the quality of models based on the structural information extracted from protein models, without considering the source information (e.g., sequence alignment, homologous template structure), used to generate the models.

3. Protein Fold

In general terms fold assignment is one of the basic moments in any effort towards understanding protein structure and function. Protein fold assignment will often disclose evolutionary relationships, which sometimes are difficult to detect at a sequence level. This may help in a better understanding of protein function, its biological activity and role in living organisms.

The prediction of the fold of a query protein from its primary sequence has become very challenging. Fold is a three-dimensional pattern that according to Structural Classification of Protein (SCOP) [10] is characterised by a set of major secondary structural elements (e.g., α-helices and β-sheets) with certain arrangement and topological connections. Each fold can belong to one out of four structural classes, namely α, β, α + β, α/β, which are used to characterised a protein in an upper level of structural organisation depending on the major-
ity of secondary structural elements in a protein structure and the succession of these elements in the structure. It has been estimated that the number of folds is \( \sim 1,000 \) [11], a very small number compared to the number of proteins. Fold recognition (FR) or threading is a cousin to sequence homology. Instead of searching for significantly similar sequences and deducing the structure of the protein, Fold recognition methods try to recognize the structural fold of a protein by using a structure template library and the protein’s sequence information then generate an alignment between the query and the recognized template from which the structure of query protein can be predicted [12]. One family of methods that are used to assign a fold to a protein sequence uses alignment of the query sequence in order to assign to it the fold of a protein which has an adequate level of similarity with it. Profile-profile [13, 14] alignment methods are the most sensitive at detecting distant homologues with low sequence similarity (<20%) among the sequence-based alignment methods, while sequence-structure alignment performance depends on the data derived from known structures which are still, though, very small in number compared to protein sequences. Another strategy for fold prediction is to use sequence-derived features combined with classification techniques (e.g., train and test decision trees, \( k \)-nearest neighbor (KNN) and neural network (NN) classifiers). This family of methods has gained great interest as the work described in [15]. Fold prediction gets more challenging when more classes appear and the classification problem becomes more complex. Work in this field has included the application of one-versus-others [16], unique one-versus-others and all-versus-all methods [17], all of which use NNs or support vector machines (SVMs) as classifiers in multiple binary classification tasks. In [18], authors used Bayesian classifiers, decision trees and SVMs as building blocks in multi-level classification scheme in order to classify proteins firstly at class (structural) level and then at fold level, while in [19], authors combined evolutionary algorithms for the selection of the most informative sequence-derived features and SVMs as classification modules in the fold recognition problem. There are two aspects of protein fold recognition problem: first is the computational difficulty and second is that the current energy functions are still not accurate enough to calculate the free energy of a given conformation. Computational difficulty can be solved by parallelization of one of the evolutionary methods so it can give a high performance [12].

4. Protein Structure

Prediction of protein structural classes is a very important and challenging problem. The protein structure determination for several proteins, e.g., transmembrane proteins or some large proteins may not be possible with X-ray crystallography and NMR techniques. It is worth noting that UniProtKB/TrEMBL database [20] contains 28,395,832 protein sequence entries, while the number of stored protein structures in Protein Data Bank (PDB) [21] is 65,643. Thus, the need of extracting structural information through computational analysis of protein sequences has become very important and a lot of research has been conducted towards this goal in the late years [12]. Protein structure can be analysed using the following techniques; (a) Structural Analysis, (b) Physiochemical, and (c) Evolution approach (i.e. Position-Specific Scoring Matrix (PSSM)). Over the last three decades many attempts, with varying degrees of success and novelty and CI techniques are pioneering in this field.

4.1. Protein Sequence

Over the last twenty years, the number of known protein structures has significantly increased. As a result, numerous computational methods have been developed to predict protein structural class based on the primary amino acid sequence, beginning in the 1980s [22, 23], some advancements made in 1990s [18, 24] and the most methods [25–29] developed recently. The early methods were tested on very limited protein sets, which resulted in very low performance. More recently, performance results have ranged from relatively low to high. In addition, Primary protein structural class (i.e., Protein sequence) prediction results are quite poor compared to other protein secondary structure prediction methods. In [30] rectify these shortcomings, by applying an ensemble of classification algorithms and developing a compact feature representation of protein sequences. The method applies a custom designed feature-based representation of the sequences and an ensemble of four complementary classifiers to improve prediction accuracy for sequences of varying homology.

The SCOP classification is performed manually, using structural elements located in individual domains within the protein. Researchers claim that the SCOP classification is more natural and provides more reliable information to study protein structural classes [27, 31, 32]. Structural class prediction is usually performed in two steps. First, the primary AA sequence is transformed into a fixed-length feature vector. Next, the feature vectors are fed to a classification algorithm to perform the prediction. The early computational prediction methods represented the primary sequence using only the composition vector, threshold-based class definitions, and applied discriminant analysis with simple distance definitions as the classification algorithm (i.e., Euclidean distance [23], the Hamming distance [22] and the Mahalanobis distance [24]). Later prediction methods used more complex classification algorithms, and the same composition vector-based representation (i.e., the maximum component coefficient principle algorithm [33], fuzzy clustering [34], artificial neural networks [35], vector decomposition [36], Bayesian classification [20, 37], and most recently SVM [21, 38] and so on). The most noticeable progress among these algorithms is the inclusion of the coupling effect among different AAs [31]. Recent works also improve structural class prediction by using
alternative sequence representations. Examples include auto-correlation functions based on non-bonded residue energy [39] and polypeptide composition [40]. However, these algorithms are often only tested on very small datasets, with uncontrolled (often high) sequence homology. This tends to result in overestimated prediction accuracy. In addition, they do not perform reliable comparison with other algorithms on common datasets and some incorrectly perform out-of-sample tests [26].

4.2. Secondary Structure

The prediction of protein secondary structure is an important step in the prediction of protein tertiary structure. From the point of view of pattern recognition, protein secondary structure prediction can be seen as a 3-class discrimination task, which consists in assigning to each residue of a sequence its conformational state, either α-helix, β-strand or aperiodic (coil). Researchers have started working on this problem as early as in the late sixties. Since then, almost all the main families of machine learning methods have been assessed on it. Some of the highly accurate prediction methods are connectionist architectures [41], SPINE-X & PSIPRED [42].

Though prediction of protein secondary structures has been an active research issue in bioinformatics for quite a few years and many approaches have been proposed, a new challenge emerges as the sizes of contemporary protein structure databases such as the Protein Data Bank (PDB) continue to grow exponentially.

Although kernel methods have already found many applications in bioinformatics, but they have seldom been applied to protein secondary structure prediction. As an example in [43], the authors implemented different combinations of bi-class SVMs to perform the prediction from alignment process generated by BLAST. In [44], different multi-class SVMs (M-SVMs) were used to combine several prediction methods.

The new challenge concerns how to effectively exploit the huge amount of structural information deposited in large protein structure databases and deliver ever-improving accuracy in secondary structure prediction as the sizes of the databases continue to grow. This new challenge is addressed in [45] where the authors use divergent PSI-BLAST profiles to train and test neural networks. The particular way of averaging over many networks, as well as the amazing number of networks averaged (up to 800) is the contribution of this work where prediction accuracy is estimated to be higher than 77%.

4.3. Feature Selection (FS) Techniques

In many case, both the protein sequence and secondary structure prediction are not good enough to identify the protein structure. Hence applying a feature selection (FS) technique can improves the prediction rate. During the last decade, the motivation for applying FS techniques in bioinformatics has shifted from being an illustrative example to becoming a real prerequisite for model building.

Table 1. General purpose feature selection (FS) software.

<table>
<thead>
<tr>
<th>Software</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>WEKA</td>
<td>Java</td>
</tr>
<tr>
<td>Fast Correlation Based Filter</td>
<td>Java</td>
</tr>
<tr>
<td>Feature Selection Book</td>
<td>C++</td>
</tr>
<tr>
<td>MLC++</td>
<td>C++</td>
</tr>
<tr>
<td>Spider</td>
<td>Matlab</td>
</tr>
<tr>
<td>SVM and Kernel Methods Matlab Toolbox</td>
<td>Matlab</td>
</tr>
</tbody>
</table>

In particular, the high dimensional nature of many modeling tasks in bioinformatics, going from sequence analysis over microarray analysis to spectral analyses and literature mining has given rise to a wealth of feature selection techniques being presented in the field [50–52]. In the context of classification, feature selection techniques can be organized into three categories, depending on how they combine the feature selection search with the construction of the classification model: filter methods, wrapper methods and embedded methods, reported in [30]. Filter techniques assess the relevance of features by looking only at the intrinsic properties of the data [46, 53]. The filter techniques treat the problem of finding a good feature subset independently of the model selection step, whereas wrapper methods embed the model hypothesis search within the feature subset search. In a third class of feature selection techniques, termed embedded techniques, the search for an optimal subset of features is built into the classifier construction, and can be seen as a search in the combined space of feature subsets and hypotheses.

In order to provide the interested reader with some pointers to existing software packages, Table 1 shows an overview of existing software implementing general purpose feature selection methods. All software packages mentioned are free for academic use.

5. Structural Motifs: Connectivity Between Secondary Structure Elements

Structural motif level, sometimes also called super-secondary structure, which is dependent on the connectivity between secondary structure elements. In protein structures, helices and strands are connected to each other and combined in many different ways. Although, from known protein three-dimensional structures, there is a limited number of possible ways in which secondary structure elements are combined in nature. Someone should be able to distinguish such motifs by using a graphics display program, like SwissPDB viewer (Deep View) [47].

6. Function Detection

Functional annotation of proteins is a fundamental problem in the proteomics. The recent availability of protein interaction networks for many model species has
spurred on the development of computational methods for interpreting such data in order to elucidate protein function. In [46] authors have reported a review of the current computational approaches for the task, including direct methods, which propagate functional information through the network, and module-assisted methods, which infer functional modules within the network and use those for the annotation task. Despite these caveats, analysis of interaction networks is a young, promising and very active research area. The utilization of such networks for function prediction is just one of a plethora of possible ways by which this rich source of information can be exploited. Although techniques for function prediction using CI have been continuously improving, there is still a lot of room for improvement, both in terms of the methodologies and in terms of their evaluation.

7. Protein Databases: Short Overview


8. Conclusions

In this article, we reviewed the main importance and contributions of computational intelligence (CI) research in a set of well-known Proteomics applications. Two main issues emerge as common problems in the proteomics domain: the large input dimensionality, and the small sample sizes. To deal with these problems, a wealth of techniques has been designed by researchers in bioinformatics, machine learning and data mining and implementation of CI techniques significantly increased the performance [54, 55].

To conclude, we would like to note that, in order to maintain an appropriate size of the article, we had to limit the number of referenced studies. We therefore apologize to the authors of papers that were not cited in this work.
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