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1 Chapter 14
2 Online Frequency Domain Identification
3 Method for Stable Systems

4 Priti Kshatriy and Utkal Mehta

5 Abstract An online estimation method for single-input single-output (SISO)-type
6 stable systems is discussed based on frequency transformation technique. Reported
7 method based on fast Fourier transform (FFT) is an off-line identification method
8 means the controller is required to remove from the closed loop at the time of
9 autotuning test. So the modified method is suggested for online identification and

10 has been tested on several systems to show the effectiveness of the method. A relay
11 with hysteresis in parallel with proportional–integral (PI) controller induces sta-
12 tionary oscillation cycle whose frequency and amplitude are used for system
13 identification. We consider the development of a non-iterative approach with less
14 computational efforts and a reasonable amount of data. A simulation study is given
15 to illustrate the potential advantage of the presented method.

16 Keywords SISO � FFT � System identification � Relay experiment
17

18 14.1 Introduction

19 It is desirable to know the system before it is manipulated for control purposes. To
20 estimate the system behavior, a relay experiment is probably most successfully used
21 in the process industry [1]. Various methodologies on the relay test are reported and
22 summarized in [1–3]. Some of the distinct advantages of the relay tuning are as
23 follows: (i) It identifies system information around the important frequency, the
24 ultimate frequency (the frequency where the phase angle is π), (ii) it is a closed-loop
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25 test; therefore, the system will not drift away from the nominal operating point, and
26 (iii) for systems with a long time constant, it is a more time-efficient method than
27 conventional step or pulse testing. The experimental time is roughly equal to two to
28 four times the ultimate period. Despite this method has been subject of much
29 interest in recent years and also has been field tested in a wide range of applications,
30 basically, this technique is an off-line testing; i.e., some information is extracted
31 after removing the controller from the loop. It has been noted [2, 4] that off-line
32 testing may affect the operational process regulation which may not be acceptable
33 for certain critical applications. Indeed, in certain key process, control areas such as
34 vacuum control and environment control may be too expensive or dangerous for the
35 control loop to be broken for tuning purposes.
36 A recent survey shows that the ratio of applications of proportional–
37 integral–derivative (PID) control, conventional advanced control (feed forward,
38 override, valve position control, gain-scheduled PID, etc.), and model predictive
39 control is about 100:10:1 [5]. An important feature of this controller is that it does
40 not require a precise analytical model of the system that is being controlled. For this
41 reason, PID controllers have been widely used in robotics, automation, system
42 control, manufacturing, transportation, and interestingly in real-time multitasking
43 applications [6]. However, the parameters of controller must be tuned according to
44 the nature of the system. In practice, it has been shown that the PID gains are often
45 tuned using experiences or trial and error methods. Again, due to varying nature
46 of the system and environment, the performance of the closed-loop system is always
47 deteriorated. It is important to re-tune the controller to regain the desired
48 performance.
49 One of the simplest and most robust autotuning techniques for system controllers
50 is a relay autotuning test. Many modified methods [2, 7–13] based on relay exper-
51 iments are reported to rectify demerits in the original conventional method of relay
52 feedback test. Most methods are discussed to estimate the system dynamics online,
53 and then, based on estimated data, the new controller setting is suggested to improve
54 the closed-loop performances. Again, some refinements to the original relay feed-
55 back method have been undertaken in identifying multiple points on the system
56 frequency response. Based on the frequency domain describing function approach,
57 many methods have been reported [1, 3] with improved accuracy to estimate process
58 transfer function models. However, these approximate DF methods are basically
59 iterative and also required some suitable initial guesses. A systematic time domain
60 analysis was presented in [11] for identifying process dynamics with first-order
61 model. In this approach, a relay is connected in series with a controller to tune the
62 controller online. Other identification method has been reported, using fast Fourier
63 transform (FFT), is very useful for process response identification [4, 14]. In this
64 method, process input and output responses are obtained first from a single relay
65 feedback test. The logged limit cycle oscillation is decomposed into the transient
66 parts and the stationary cycle parts. Then, these parts are transformed to their fre-
67 quency responses using the FFT and digital integration, respectively, to estimate the
68 process frequency response. This method is basically an off-line since the controller
69 is removed from the main line at the time of autotuning.
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70 The paper is concerned with identification of single-input single-output (SISO)
71 system based on FFT algorithm. The off-line method has some limitations as
72 removing controller from main loop may not acceptable for some applications. To
73 overcome this problem, an online system identification technique has been con-
74 sidered. A relay with hysteresis in parallel with PI controller induces stationary
75 oscillation cycle whose frequency and amplitude are used for system identification.
76 The system input and output are decomposed into their transient part and steady-
77 state part, respectively. The system frequency response can be obtained by trans-
78 forming transient part and steady-state part into their frequency response using FFT
79 and digital integration, respectively. A number of examples are given to illustrate
80 simplicity, effectiveness, and potential advantage of the online FFT-based
81 technique.

82 14.2 Revisited FFT-Relay Method

83 Departing from the conventional relay test where the controller is replaced by the
84 relay, the presented test is to carry out online without breaking the closed-loop
85 control by placing the relay in parallel with the controller. Figure 14.1 shows the
86 tuning scheme in which the relay height is increased from zero to some acceptable
87 value when re-tuning is necessary.
88 Aiming to estimate the system frequency response, G(jω) accurately without
89 disconnecting controller from the loop (online). Let us take the controller of type PI
90 at the time of relay test as
91

C sð Þ ¼ Kp þ Ki

s
ð14:1Þ

9393

94 where Kp and Ki are its controller gains. This structure is simple with only two
95 parameters yet it is one of the most common and adequate ones used, especially in
96 the process control industries. When a relay is invoked with amplitude ±h and
97 hysteresis ±ε in parallel with the controller, a stable oscillation will result if the
98 system has a phase lag of at least π radians.

PI Controller System
u yr e
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+

Relay

-h
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Fig. 14.1 Relay feedback structure
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99 We want to extract the dynamic information on the given process, such as
100 frequency response, from the measured values of y(t) and u(t). In the following, the
101 method is given to compute system frequency response using the FFT [14].
102 Transient part and steady-state part of the system input u(t) and output y(t) are
103 extracted from its time response data. By replacing transient part by steady-state
104 part, one can obtain steady-state part of system input [14]. As we know,
105

u tð Þ ¼ us tð Þ þ Du tð Þ ð14:2Þ

107107 yðtÞ ¼ ysðtÞ þ DyðtÞ ð14:3Þ
109109

110 By subtracting steady-state part us from system input u, transient part Δu can be
111 obtained. Same method is applied to get steady-state part ys and transient part Δy of
112 system output.
113 For a system G(s) = Y(s)/U(s), from (14.2) and (14.3)
114

GðsÞ ¼ DYðsÞ þ YsðsÞ
DUðsÞ þ UsðsÞ ð14:4Þ

116116

117 where
ΔY(s) Laplace transform of transient part of y(t)
ΔU(s) Laplace transform of transient part of u(t)

118 Ys(s) Laplace transform of steady-state part of y(t)
119 Us(s) Laplace transform of steady-state part of u(t)
120
121 For the periodic part of time response, the following Lemma [15] holds. The
122 periodic function f(t) can be described as
123

f ðtÞ ¼ f ðt þ TcÞ; t 2 ½0;þ1Þ
0; t 2 ð�1; 0Þ

�
ð14:5Þ

125125

126 where Tc is the time period of function f(t).
127 Assume that £{f(t)} = F(s) exists. Then, the Laplace transform of f(t) is given by
128

FðsÞ ¼ 1
1� e�sTc

ZTc
0

f ðtÞe�sTcdt ð14:6Þ

130130 If we apply above theorem to (14.4), then G(s) becomes
131

GðsÞ ¼ DYðsÞ þ 1
1�e�sTc

R Tc
0 ysðtÞe�stdt

DUðsÞ þ 1
1�e�sTc

R Tc
0 usðtÞe�stdt

ð14:7Þ
133133

134 where Tc is the period of the steady-state part of the system output obtained from
135 the relay feedback test. If we put s = jω, (14.7) becomes
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136

GðjxÞ ¼ DYðjxÞ þ 1
1�e�jxTc

R Tc
0 ysðtÞe�jxtdt

DUðjxÞ þ 1
1�e�jxTc

R Tc
0 usðtÞe�jxtdt

ð14:8Þ

138138 Suppose that t = Tf is transient period for u and y and after t = Tf, both Δu and
139 Δy are approximately zero. Then, the Fourier transform of Δy is given by
140

DYðjxÞ ¼
Z1

0

DyðtÞe�jxtdt

�
ZTf

0

DyðtÞe�jxtdt

ð14:9Þ

142142 Equation (14.4) can be computed at discrete frequencies with the standard FFT
143 algorithm, which is an efficient and reliable way for calculating DFT more quickly.
144 Suppose that y(kT), k = 1, 2, 3,…, N − 1 are samples of y(t) where T is the sampling
145 interval and (N − 1)T = Tf are formed from (14.6) and we have its FFT as
146

FFTðDyðkTÞÞ ¼ T
XN�1

k¼0

DyðkTÞe�jxlkT

� DY ðjxlÞ l ¼ 1; 2; 3; . . .;M

ð14:10Þ

148148

149 where M is the number of frequency response points to be identified on Nyquist plot
150 and ωl = 2πl/(NT).
151 Ys(jω) in (14.8) at discrete frequency ωl are computed using digital integral as
152

YsðjxlÞ ¼ 1
1� e�jxlTc

XNc
k¼0

ysðkTÞe�jxlkTT l ¼ 1; 2; 3; . . .;M ð14:11Þ
154154

155 where ωl and M are defined as in (14.9) and Nc = (Tc − T)/T. ΔU(jωl) and Us(jωl)
156 can be calculated in the same way. Consequently, the system frequency response is
157 obtained as
158

GðjxlÞ ¼ DYðjxlÞ þ YsðjxlÞ
DUðjxlÞ þ UsðjxlÞ l ¼ 1; 2; 3; . . .;M ð14:12Þ

160160 To calculate FFT of Δy(kT) given by (14.10), we have to give value to time
161 period Tf which can be obtained either from time response data or by Tf = (N − 1)
162 T. It shows that Tf is related to frequency response points to be identified between
163 zero frequency to phase cross over frequency ωc on Nyquist plot. It observed from
164 (14.11) that the frequency response points to be identified by the FFT algorithm are
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165 at the discrete frequencies 0, Δω, 2Δω, 3Δω, …, (M − 1)Δω, where
166 Δω = ωl+1 − ωl = 2π/NT. The definition of M means that ωc ≈ (M − 1)Δω, thus
167

xc � ðM � 1Þ 2p
NT

ð14:13Þ

169169 The oscillation period can also be measured online at the time of relay test and
170 can be estimated as
171

xc � 2p
Tc

ð14:14Þ

173173 From Eqs. (14.13) and (14.14)
174

N � ðM � 1Þ Tc
T

ð14:15Þ
176176

177 where M should be specified by user.
178 This FFT-based method gives a high accuracy to identify multiple points on
179 frequency response from a single relay test. However, it has been found that the
180 input and output must be recorded from the initial time to calculate the transient
181 parts Δy and Δu accurately. Here, the initial time is defined when the relay feedback
182 is performed to the system. Therefore, it is required for the system at the steady state
183 before a relay feedback is applied at t = 0. The transient parts Δy(Δu) and steady-
184 state parts ys(us) are required to decompose first to determine FFT from its time
185 response data accurately using some computational efforts.

186 14.3 Examples

187 In this section, proposed method has been applied on several systems to show
188 robustness and accuracy of the method. The amplitude level should be sufficient to
189 prevent false switching caused by noisy signals. It is important to keep the output
190 oscillation amplitude in the prescribed limit as per the tolerable system variable
191 swing and decide values for the relay heights that produce a limit cycle with
192 acceptable amplitude level. To overcome the undesirable relay chattering caused by
193 noisy signals, the width of the hysteresis of the relay is set to twice the standard
194 deviation of the noise. For ease in simulation study, the relay with h = ±0.1 and
195 ε = ±0.01 is taken although fairly low values of relay height could be used.

196 Example 1 Consider second-order plus dead time system
197

GðsÞ ¼ 1
ðsþ 1Þð3sþ 1Þ e

�s ð14:16Þ
199199
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200 For this system, Kp = 0.35, Ki = 0.35, h = 0.1, and ε = 0.01 have been taken. Relay
201 feedback has been applied as shown in Fig. 14.2 from which the system input and
202 output parameter has been extracted. The system input and output are then
203 decomposed into their transient part (Figs. 14.3 and 14.6) and steady-state part
204 (Figs. 14.4 and 14.5), respectively. FFT and digital integration have been applied to
205 transient parts and steady-state parts, respectively, to obtain their frequency
206 response. These two parts are then combined to calculate system frequency
207 response and compared with actual frequency response. Simulation result as shown
208 in Fig. 14.8 shows, even for reference point other than zero; this method is quite
209 accurate (Fig. 14.7).

210 Example 2 Consider second-order plus dead time system
211

GðsÞ ¼ 1

ðsþ 1Þ2 e
�s ð14:17Þ

213213

Fig. 14.2 Simulink block diagram of relay feedback applied to system
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Fig. 14.4 Steady-state part of
system input signal
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Fig. 14.5 Steady-state part of
system output signal
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214 For this plant, Mehta and Majhi [13] have proposed controller parameter, Kp = 0.35,
215 Ki = 0.35, h = 0.1, and ε = 0.001. WithM = 15 and T = 0.005, time period Tc = 5.41
216 has been calculated manually. System input (output) is decomposed into its tran-
217 sient part and steady-state part as shown in Fig. 14.9 (Fig. 14.10). Using proposed
218 methodology, multiple points on frequency response curve have been identified
219 accurately as in Fig. 14.11.

220 Example 3 Consider non-minimum phase system
221

GðsÞ ¼ �1:5sþ 1

ðsþ 1Þ3 ð14:18Þ
223223
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Fig. 14.7 System output
signals
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Fig. 14.9 System input
signals
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Fig. 14.10 System output
signals

-0.5 0 0.5 1
-0.9

-0.8

-0.7

-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

Real G(jω)

Im
ag

in
ar

y 
G

(j
 ω

)

Fig. 14.11 System Nyquist
plots

B
&

W
IN

P
R
IN
T

B
&

W
IN

P
R
IN
T

B
&

W
IN

P
R
IN
T

10 P. Kshatriy and U. Mehta

Layout: T1 Standard Unicode Book ID: 320105_1_En Book ISBN: 978-81-322-2140-1

Chapter No.: 14 Date: 13-10-2014 Time: 6:41 pm Page: 10/14

A
u

th
o

r 
P

ro
o

f



U
N
C
O
R
R
EC

TE
D
PR

O
O
F

224 For this plant, Mehta and Majhi [13] have proposed controller parameter,
225 Kp = 0.172, Ki = 0.181, h = 0.1, and ε = 0.001. With M = 15 and T = 0.005, time
226 period Tc = 8.31 has been obtained. The transient part and steady-state part of
227 system input are as shown in Fig. 14.12. Same for system output is as shown in
228 Fig. 14.13. Estimated frequency response points in important frequency range from
229 zero to critical frequency (i.e., [0,ωc]) is as shown in Fig. 14.14.

230 Example 4 Consider the very high-order system
231

GðsÞ ¼ 1

ðsþ 1Þ20 ð14:19Þ
233233
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Fig. 14.12 System input
signals
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234 Kp = 0.172, Ki = 0.181, h = 0.1, and ε = 0.001 has been proposed by Majhi [15].
235 With M = 15 and T = 0.005, time period Tc = 8.31 has been calculated. The system
236 input (output) is decomposed into transient part and steady-state part as shown in
237 Fig. 14.15 (Fig. 14.16). DFT-based algorithm gives accurate result as shown in
238 Fig. 14.17.
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239 14.4 Conclusions

240 An online technique is presented for system frequency response identification in
241 context of the relay experiment. The method has several features. First, it can obtain
242 multiple points on system frequency response simultaneously without breaking the
243 closed-loop control and this increases applicability for certain critical systems.
244 Second, this approach is robust as all measurements are made nearby setpoint value
245 without removing the controller from the main line. Third, it can be used in the
246 presence of a static load disturbance since the PI action is always present during the
247 test. The estimated system frequency response is useful generally for controller
248 design.
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