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**Abstract**

The regularized linear discriminant analysis (RLDA) technique is one of the popular methods for dimensionality reduction used for small sample size problems. In this technique, regularization parameter is conventionally computed using a cross-validation procedure. In this paper, we propose a deterministic way of computing the regularization parameter in RLDA for small sample size problem. The computational cost of the proposed deterministic RLDA is significantly less than the cross-validation based RLDA technique. The deterministic RLDA technique is also compared with other popular techniques on a number of datasets and favorable results are obtained.
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**1. Introduction**

Linear discriminant analysis (LDA) is a popular technique for dimensionality reduction and feature extraction. Dimensionality reduction is a prerequisite for many statistical pattern recognition techniques. It is primarily applied for improving generalization capability and reducing computational complexity of a classifier. In LDA the dimensionality is reduced from \( d \)-dimensional space to \( h \)-dimensional space (where \( h < d \)) by using a transformation \( W \in \mathbb{R}^{d \times h} \). The transformation (or orientation) matrix \( W \) is found by maximizing the Fisher’s criterion:

\[
J(W) = \frac{|W^T S_h W|}{|W^T S_b W|},
\]

where \( S_h \in \mathbb{R}^{d \times d} \) is within-class scatter matrix and \( S_b \in \mathbb{R}^{d \times d} \) is between-class scatter matrix. Under this criterion, the transformation of feature vectors from higher dimensional space to lower dimensional space is done in such a manner that the between-class scatter in the lower dimensional space is maximized and within-class scatter is minimized. The orientation matrix \( W \) is computed by the eigenvalue decomposition (EVD) of \( S_h^{-1} S_b \) [1].

In many pattern classification applications, the matrix \( S_h \) becomes singular and its inverse computation becomes impossible. This is due to the large dimensionality of feature vectors compared to small number of vectors available for training. This is known as small sample size (SSS) problem [2]. There exist several techniques that can overcome this problem [3–11,19–34]. Among these techniques, regularized LDA (RLDA) technique [3] is one of the pioneering methods for solving SSS problem. The RLDA technique has been widely studied in the literature [12–14]. It has been applied in areas like face recognition [13,14] and bioinformatics [15].

In the RLDA technique, the \( S_h \) matrix is regularized to overcome the singularity problem of \( S_h \). This regularization can be done in various ways. For example, Zhao et al. [12,16,17] have done this by adding a small positive constant \( \alpha \) (known as regularization parameter) to the diagonal elements of matrix \( S_h \); i.e., the matrix \( S_h \) is approximated by \( S_h + \alpha I \) and the orientation matrix is computed by EVD of \( (S_h + \alpha I)^{-1} S_b \). The performance of RLDA technique depends on the choice of the regularization parameter \( \alpha \). In the past studies [18], this parameter is chosen rather heuristically, for example, by applying cross-validation procedure on the training data. In the cross-validation based RLDA technique (denoted here as CV-RLDA), the training data is divided into two subsets: training subset and validation subset. The cross-validation procedure searches over a finite range of \( \alpha \) values and finds an \( \alpha \) value in this range that maximizes the classification accuracy over the validation subset. In the cross-validation procedure, the estimate of \( \alpha \) depends on the range over which it is explored. For a given dataset, its classification accuracy can vary depending upon the range of \( \alpha \) being explored. Since many values of \( \alpha \) have to be searched in this range, the computational cost of this procedure is quite high. In addition, the cross-validation procedure used in the CV-RLDA technique is biased towards the classifier used.

In order to address these drawbacks of CV-RLDA technique, we explore a deterministic way for finding the regularization parameter \( \alpha \). This would provide a unique value of the regularization parameter \( \alpha \) that maximizes the classification accuracy over the validation subset.
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parameter on a given training data. We call this approach as the deterministic RLDA (DRLDA) technique. This technique avoids the use of the heuristic (cross-validation) procedure for parameter estimation and improves the computational efficiency. We show that this deterministic approach computes the regularization parameter by maximizing the Fisher’s criterion and its classification performance is quite promising compared to other LDA techniques.

2. Related work

In a SSS problem, the within-class scatter matrix $S_W$ becomes singular and its inverse computation becomes impossible. In order to overcome this problem, generally inverse computation of $S_W$ is avoided or approximated for the computation of orientation matrix $W$. There are several techniques that can overcome this SSS problem. One way to solve this problem is by estimating the inverse of $S_W$ by its pseudo-inverse and then the conventional eigenvalue problem can be solved to compute the orientation matrix $W$. This was the basis of pseudo-inverse LDA (PILDA) technique [20]. Some improvements of PILDA have also been presented in [28,31]. In Fisherface (PCA + LDA) technique, $d$-dimensional features are firstly reduced to $h$-dimensional feature space by the application of PCA [2,52,53] and then LDA is applied to further reduce features to $k$ dimensions. There are several ways for determining the value of $h$ in PCA + LDA technique [4,5]. In the Direct LDA (DLDA) technique [7], the dimensionality is reduced in two stages. In the first stage, a transformation matrix is computed to transform the training samples to the range space of $S_W$, and in the second stage, the dimensionality of this transformed samples is further transformed by some regulating matrices. The Improved DLDA technique [11], addresses drawbacks of DLDA technique. In the improved DLDA technique, first $S_W$ is decomposed into its eigenvalues and eigenvectors instead of $S_W$ matrix as of DLDA technique. Here, both its null space and range space information are utilized by approximating $S_W$ by a well deterministic substitution. Then $S_W$ is diagonalized using regulating matrices. For the Null LDA (NLDA) technique [6], the orientation $W$ is computed in two stages. In the first stage, the data is projected on the null space of $S_W$ and in the second stage it finds $W$ that maximizes $|W^T S_W W|$. In orthogonal LDA (OLDA) technique [8], the orientation matrix $W$ is obtained by simultaneously diagonalizing scatter matrices. It has shown that OLDA is equivalent to NLDA under a mild condition [8]. The Uncorrelated LDA (ULDA) technique [21], is a slight variation of OLDA technique. In ULDA, the orientation matrix $W$ is made uncorrelated. The fast NLDA (FNLDA) technique [25], is an alternative method of NLDA. In this technique, the orientation matrix is obtained by using the relation $W = S_{Y}^{1/2} S_{Y}^{1/2} Y$, where $Y$ is a random matrix of rank $c - 1$, and $c$ is the number of classes. This technique is so far the fastest technique of performing null LDA operation. In extrapolation LDA (ELDA) technique [32], the null space of $S_W$ matrix is regularized by extrapolating eigenvalues of $S_W$ using exponential fitting function. This technique utilizes range space information and null space information of $S_W$ matrix. The two stage LDA (TSLLDA) technique [34], exploits all four informative spaces of scatter matrices. These spaces are included in two separate discriminant analyses in parallel. In the first analysis, null space of $S_W$ and range space of $S_B$ are retained. In the second analysis, range space of $S_W$ and null space of $S_B$ are retained. In eigenfeature regularization (EFR) technique [10], $S_W$ is regularized by extrapolating its eigenvalues in its null space. The lagging eigenvalues of $S_W$ is considered as noisy or unreliable which are replaced by an estimation function. The general tensor discriminant analysis (GTDA) technique [48] has been developed for image recognition problems. This work focuses on the representation and pre-processing of appearance-based models for human gait sequences. Two models were presented: Gabor gait and tensor gait. In [49], authors proposed a constrained empirical risk minimization framework for distance metric learning (DML) to solve SSS problem. In double shrinking sparse dimension reduction technique [50], the SSS problem is solved by penalizing the parameter space. A detailed explanation regarding LDA is given in [51] and an overview regarding SSS based LDA techniques is given in [47]. There are other techniques which can solve SSS problem and applied in various fields of research [54–62]. In this paper, we focus on regularize LDA (RLDA) technique. This technique overcomes SSS problem by utilizing a small perturbation to the $S_W$ matrix. The details of RLDA have been discussed in the next section.

3. Regularized linear discriminant techniques for SSS problem

In the RLDA technique, the within-class scatter matrix $S_W$ is approximated by adding a regularization parameter to make it a non-singular matrix [3]. There are, however, different ways to perform regularization (see for details, [3,12–14,16,17,30,33]). In this paper we adopted Zhao’s model [12,16,17] to approximate $S_W$ by adding a positive constant in the following way $S_W = S_W + \alpha I$. This will make within-class scatter matrix a non-singular matrix and then its inverse computation would be possible. The RLDA technique computes the orientation matrix $W$ by EVD of $S_W = \alpha I$. Thus, this technique uses null space of $S_W$, range space of $S_W$ and range space of $S_B$ in one step (i.e., simultaneously).

In the RLDA technique, a fixed value of regularization parameter can be used, but it may not give the best classification performance as shown in Appendix B. Therefore, the regularization parameter $\alpha$ is normally computed by the cross-validation procedure. The cross-validation procedure (e.g., leave-one-out or k-fold) employs a particular classifier to estimate $\alpha$ and is conducted on the training set (which is different from the test set). We briefly describe below the leave-one out cross-validation procedure used in the CV-RLDA technique. Let $[a, b]$ be the range of $\alpha$ to be explored and $a_0$ be any value in this range. Consider a case when $n$ training samples are available. The training set is first subdivided into training subset (consisting of $n - 1$ samples) and validation subset (consisting of 1 sample). For this particular subdivision of training set, the following operations are required:

1. computation of scatter matrices $S_B$, $S_W$ and $S_N = S_W - a_0 I$ for $n - 1$ samples in the training subset;
2. EVD of $S_B$, $S_W$ to compute orientation matrix $W$;
3. classification of the left out sample (from the validation subset) by the classifier to obtain the classification accuracy. These computational operations are carried out for $n - 1$ subdivisions of the training set and the average classification accuracy over the $n - 1$ runs is computed. This average classification accuracy is obtained for a particular value of $\alpha$ (namely $a_0$). All the above operations will be repeated for other values of $\alpha$ in the range $[a, b]$ to get the highest average classification accuracy. From this description, it is obvious that the cross-validation procedure used in the CV-RLDA technique has the following drawbacks:

- Since the cross-validation procedure repeats the above-mentioned computational operations many times for different values of $\alpha$, its computational complexity is extremely large.

1 In the Friedman’s model [3], $S_W$ is estimated as $S_W = (1 - \alpha) S_W + \alpha I$. We have compared Zhao’s model and Friedman’s model of CV-RLDA and found that Zhao’s model exhibits comparatively better generalization capability (see Appendix A for details). Furthermore, we have considered Zhao’s model because it is relatively simpler for establishing deterministic approach of computing $\alpha$ (in DRLDA).
Since the cross-validation procedure used in the CV-RLDA technique searches the $\alpha$ parameter over a finite range $[a, b]$, it may not estimate its optimum value. In order to estimate its optimum value, one has to investigate all possible values of $\alpha$ in the range of $(0, \infty)$. However, it is an impossible task (as it will take infinite amount of computation time). Thus, the $\alpha$ value computed by this procedure depends on two factors: (1) the range over which it is searched, and (2) the fineness of the search procedure.

The cross-validation procedure estimates the regularization parameter in CV-RLDA for a particular classifier. Thus, the estimated value is specific to the classifier and cannot be generalized to other classifiers.

In our proposed DRLDA technique, we use a deterministic approach to estimate $\alpha$ parameter by maximizing the modified Fisher’s criterion. The proposed technique is described in the next section.

4. DRLDA technique

4.1. Notations

Let $X = \{X_1, X_2, \ldots, X_n\}$ denotes $n$ training samples (or feature vectors) in a $d$-dimensional space having class labels $\Omega = \{\omega_1, \omega_2, \ldots, \omega_c\}$, where $\omega \in \{1, 2, \ldots, c\}$ and $c$ is the number of classes. The set $X$ can be subdivided into $c$ subsets $X_1, X_2, \ldots, X_c$, where $X_j$ belongs to class $j$ and consists of $n_j$ number of samples such that:

$$n = \sum_{j=1}^{c} n_j$$

and $X_j \subset X$ and $X_1 \cup X_2 \ldots \cup X_c = X$.

If $\mu_j$ is the centroid of $X_j$ and $\mu$ is the centroid of $X$, then the total scatter matrix $S_T$ within-class scatter matrix $S_W$ and between-class scatter matrix $S_B$ are defined as $[1, 35, 36]$

$$S_T = \sum_{j=1}^{c} (X_j - \mu)(X_j - \mu)^T,$$

$$S_W = \sum_{j=1}^{c} \sum_{i=1}^{n_j} (X_i - \mu_j)(X_i - \mu_j)^T,$$

and $S_B = \sum_{j=1}^{c} n_j (\mu_j - \mu)(\mu_j - \mu)^T$.

Since for SSS problem $d > n$, the scatter matrices will be singular. It is known that the null space of $S_B$ does not contain any discriminant information $[19]$. Therefore, the dimensionality can be reduced from $d$-dimensional space to $r_d$-dimensional space (where $r_d$ is the rank of $S_T$) by applying PCA as a pre-processing step. The range space of $S_T$ matrix, $U_T \in \mathbb{R}^{d \times r_d}$, will be used as a transformation matrix. In the reduced dimension space the scatter matrices will be given by: $S_W = U_T^T S_W U_T$ and $S_B = U_T^T S_B U_T$. After this procedure $S_W \in \mathbb{R}^{r_d \times r_d}$ and $S_B \in \mathbb{R}^{r_d \times r_d}$ are reduced dimensional within-class scatter matrix and reduced dimensional between-class scatter matrix, respectively.

4.2. Deterministic approach to regularized LDA

In the SSS problem, $S_W$ matrix becomes singular and its inverse computation becomes impossible. In order to overcome this drawback, the RLDA technique adds a small positive constant $\alpha$ to all the diagonal elements of matrix $S_W$ to make it non-singular; i.e., $S_W$ is replaced by $S_W + \alpha I$. In this section, we describe a procedure to compute the regularization parameter $\alpha$ deterministically. In RLDA, the modified Fisher’s criterion is given as follows:

$$j(\omega, \alpha) = \frac{\omega^T S_W \omega}{\omega^T (S_W + \alpha I) \omega},$$

where $\omega \in \mathbb{R}^{d \times 1}$ is the orientation vector. Let us denote a function $f = \omega^T S_W \omega$

and a constraint function $g = \omega^T (S_W + \alpha I) \omega - b = 0$

where $b > 0$ is any constant. To find the maximum of $f$ under the constraint, let us define a function $F = f - \lambda g$, where $\lambda$ is Lagrange’s multiplier ($\lambda \neq 0$). By setting its derivative to zero, we get

$$\frac{\partial F}{\partial \omega} = 2S_W \omega - \lambda (S_W + \alpha I) \omega = 0$$

or

$$\left(\alpha I - S_W \right) \omega = \lambda b.$$

Substituting value of $\omega$ from Eq. (4) into Eq. (3), we get

$$g = \omega^T S_W \omega + \omega^T (S_W + \alpha I) \omega - b = 0$$

or $\omega^T S_W \omega = \lambda b$.

Also from Eq. (3), we get

$$\omega^T (S_W + \alpha I) \omega = b.$$

Dividing Eq. (5) by Eq. (6), we get

$$\lambda = \frac{\omega^T S_W \omega}{\omega^T (S_W + \alpha I) \omega} = \frac{1}{\alpha}.$$ (7)

The right-hand side of Eq. (7) is same as the criterion $j_\alpha(\omega, \alpha)$ defined in Eq. (1). The left-hand side of Eq. (7) is the Lagrange’s multiplier (in Eq. (4)). Since our aim is to maximize the modified Fisher’s criterion $j_\alpha(\omega, \alpha)$, we must set $\lambda$ equal to maximum of $j_\alpha(\omega, \alpha)$. However, it is not possible to find the maximum of $j_\alpha(\omega, \alpha)$ as $\alpha$ is not known to us. So, as an approximation we set $\lambda$ equal to the maximum of the original Fisher’s criterion $w^T S_W w / \omega^T S_W \omega$. In order to maximize the original Fisher’s criterion, we must have eigenvector $\omega$ correspond to the maximum eigenvalue of $S_W$.

Since in SSS problem $S_W$ is singular and non-invertible, we approximate the inverse of $S_W$ by its pseudoinverse and carry out the EVD of $S_W^d S_W$ to find the highest (or leading) eigenvalue, where $S_W^d$ is the pseudoinverse of $S_W$. Thus, if $\lambda_\text{max}$ denotes the highest eigenvalue of $j_\alpha(\omega, \alpha)$, then

$$\lambda_\text{max} = \frac{\omega^T S_W \omega}{\omega^T (S_W + \alpha I) \omega} = \frac{\omega^T S_W \omega}{\omega^T S_W \omega} = \text{largest eigenvalue of } S_W (8)$$

Thereby, the evaluation of $\alpha$ can be carried out from Eq. (4) by doing EVD of $(S_B - S_W)$, where $\lambda = \lambda_\text{max}$. The EVD of $(S_B - S_W)$ will give $r_\text{B} = \text{rank}(S_B)$ eigenvalues. Since the highest eigenvalue will correspond to the most discriminant eigenvector, $e$ is the highest eigenvalue. Therefore, if EVD of $(S_B - S_W)$ is given by

$$\left(\frac{1}{\lambda} I - S_W \right) \omega = E D_{by} E^T,$$

where $E \in \mathbb{R}^{r_d \times r_d}$ is a matrix of eigenvectors and $D_{by} \in \mathbb{R}^{r_d \times r_d}$ is a diagonal matrix of corresponding eigenvalues. Now the $\alpha$ parameter can be computed as

$$\alpha = \max D_{by}$$

After evaluating $\alpha$, orientation vector $\omega$ can be obtained by performing the EVD of $(S_W + \alpha I)^{-1} S_B$; i.e., from

$$(S_W + \alpha I)^{-1} S_B \omega = \gamma \omega.$$ (11)

From the $r_b$ eigenvectors obtained by this EVD, $h$ ($\leq r_b$) eigenvectors corresponding to $h$ highest eigenvalues are used to form the orientation matrix $\omega$. 
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It can be shown from Lemma 1 that for DRLDA technique, its maximum eigenvalue is approximately equal to the highest (finite) eigenvalue of Fisher’s criterion.

Lemma 1. The highest eigenvalue of DRLDA is approximately equivalent to the highest (finite) eigenvalue of Fisher’s criterion.

Proof 1. From Eq. (11),

\[
S_tw_i = \gamma_j(S_w + \alpha I)w_i,
\]

(12)

where \(\alpha\) is the maximum eigenvalue of \((1/\lambda_{max}S_b - S_w)\) (from Eq. (4)); \(\lambda_{max} \geq 0\) is the approximately highest eigenvalue of Fisher’s criterion \(w_iS_bw_i^T\). \(\lambda_{max}\) is the largest eigenvalue of \(S_t^\alpha S_t\) \[46\]; \(j = 1...r_f\) and \(r_f = \text{rank}(S_b)\). Substituting \(\alpha = (1/\lambda_{max}S_b - S_w)\) (from Eq. (4), where \(\lambda = \lambda_{max}\)) into Eq. (12), we get,

\[
S_bw_m = \gamma_m(S_w + \alpha I)w_m + \gamma_j(1/\lambda_{max}S_b - S_w)w_m,
\]

or

\[
(\lambda_{max} - \gamma_j)S_bw_m = 0.
\]

where \(\gamma_m = \max(\gamma_j)\) and \(w_m\) is the corresponding eigenvector. Since \(S_bw_m \neq 0\) (from Eq. (5)), \(\gamma_m = \lambda_{max}\) and \(\gamma_j < \lambda_{max}\), where \(j \neq m\). This concludes the proof.

Corollary 1. The value of regularization parameter is non-negative; i.e., \(\alpha \geq 0\) for \(r_m \leq r_f\), where \(r_f = \text{rank}(S_b)\) and \(r_m = \text{rank}(S_w)\).

Proof. Please see Appendix C.

The summary of the DRLDA technique is given in Table 1-2.

The computational requirement for Step 1 of the technique (Table 1) would be \(O(dn^3)\); for Step 2 would be \(O(n^3)\); for Step 3 would be \(O(n^2)\); for Step 4 would be \(O(n^2)\); and, for Step 5 would be \(O(dn^2)\). Therefore, the total estimated for SSS case \((d \approx n)\) would be \(O(dn^2)\).

5. Experimental setup and results

Experiments are conducted to illustrate the relative performance of the DRLDA technique with respect to other techniques for the following two applications: (1) face recognition and (2) cancer classification. For face recognition, two commonly known datasets namely ORL dataset \[37\] and AR dataset \[38\] are utilized. The ORL dataset contains 400 images of 40 people having 10 images per person. We use the dimensionality of the original feature space to be 5152. The AR dataset contains 100 classes. We use a subset of AR dataset with 14 face images per class. We use the dimensionality of feature space to be 4090. For cancer classification, 6 commonly available datasets are used. All the datasets used in the experimentation are described in Table 2. For some datasets, number of training samples and test samples are predefined by their donors (Table 2). For these datasets, we use test samples to evaluate the classification performance. For some datasets, the training and test samples are not predefined. For these datasets we carried out k-fold cross-validation procedure \[3\] to compute the classification performance, where \(k = 3\).

The DRLDA technique is compared with the following techniques: Null LDA (NLDA) \[6\], cross-validation based RGLD (CV-RGLD), Pseudo-inverse LDA (PILDA) \[20\], Direct LDA (DLDA) \[7\], Fishercan or PCA + LDA \[4,5\], Uncorrelated LDA (ULDA) \[21\] and eigenfeature regularization (EFR) \[10\]. All the techniques are used to find the orientation matrix \(W \in \mathbb{R}^{d \times c}\), thereby, transforming the original space to \(c – 1\) dimensional space, where \(c\) is the number of classes. Then nearest neighbour classifier (NNC) using Euclidean distance measure is used for classifying a test feature vector.

The setting up of CV-RGLD technique in our experiments is described as follows: the regularization parameter \(\alpha\) of CV-RGLD is computed by using leave-one-out cross-validation procedure on the training set. This is done in two steps. In the first step, we perform a coarse search for \(\alpha\) by dividing the pre-selected range \([10^{-4}, 1] \times 2^{\lambda_0}\) (where \(2^{\lambda_0}\) is the maximum eigenvalue of \(S_b\)) into 10 equal intervals and finding the interval whose center value

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Class</th>
<th>Dimension</th>
<th>Number of available samples</th>
<th>Number of training samples</th>
<th>Number of test samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acute Leukemia</td>
<td>7</td>
<td>7,129</td>
<td>72</td>
<td>38</td>
<td>34</td>
</tr>
<tr>
<td>ALL subtype</td>
<td>14</td>
<td>16,063</td>
<td>198</td>
<td>144</td>
<td>54</td>
</tr>
<tr>
<td>GCM</td>
<td>3</td>
<td>7,129</td>
<td>96</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Lung</td>
<td>3</td>
<td>12,582</td>
<td>72</td>
<td>57</td>
<td>15</td>
</tr>
<tr>
<td>Adenocarcinoma</td>
<td>4</td>
<td>2,308</td>
<td>83</td>
<td>63</td>
<td>20</td>
</tr>
<tr>
<td>MLL</td>
<td>40</td>
<td>5,152</td>
<td>400 (10(\alpha) class)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Face ORL</td>
<td>100</td>
<td>4,980</td>
<td>1400 (14(\alpha) class)</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

\[\alpha\] The values in the square parenthesis indicate number of samples per class.

\[3\] In the \(k\)-fold cross-validation procedure \[39\], we first partition all the available samples randomly into \(k\) roughly equal segments. Then hold out one segment as validation data and the remaining \(k – 1\) segments as training data. Using the training data, we applied a discriminant technique to obtain orientation matrix and the validation data to compute classification accuracy. This partitioning of samples and computation of classification accuracy is carried out \(k\) times to evaluate average classification accuracy.

\[2\] Matlab code is available from http://www.staff.usp.ac.fj/~sharma_al/index.htm.
Appendix D.

20 regularization parameter. Thus, in this procedure, a total of 20 \( \alpha \) values are investigated. The regularization parameters computed by CV-RLDA technique on various datasets are shown in Appendix D.

The classification accuracy on all the datasets using the above mentioned techniques are shown in Table 3 (the highest classification accuracies obtained are depicted in bold fonts). It can be seen from Table 3 that out of 8 datasets used, the number of times the highest classification accuracy obtained by NLDA is 2, CV-RLDA is 5, PILDA is 1, DLDA is 1, PCA+LDA is 3, ULDA is 2, EFR is 4 and DRLDA is 6. In particular, DRLDA performs better than CV-RLDA for most of the datasets shown in Table 2 (it outperforms CV-RLDA for 3 out of 8 datasets, shows equal classification accuracy for 3 datasets and is inferior to CV-RLDA in the remaining 2 datasets). Note that the CV-RLDA technique when implemented in an ideal form (i.e., when \( \alpha \) is searched in the range \((0, \infty)\) with infinitely small step size) should give in principle better results than the DRLDA technique. Since it is not possible for practical reasons (i.e., computational cost is infinitely large), a finite range is used in CV-RLDA technique. As a result, DRLDA technique is performing here better in terms of classification accuracy for majority of datasets. In addition, the computational cost of CV-RLDA technique (with \( \alpha \) being searched in the finite range) is considerably higher than the DRLDA technique as shown in Table 4. Here, we measure the CPU time taken by its ‘Matlab’ program on a Sony computer (core i7 processor at 2.8 GHz).

Furthermore, various techniques using artificial data are experimented. For this, we have created a 2-class problem with initial dimensions \( d = 10, 25, 30, 50, \) and 100. In order to have ill-posed problem, we generated only 3 samples per class. The dimensionality is reduced from \( d \) to 1 for all the techniques and then nearest neighbour classifier is used to evaluate the performance in terms of classification accuracy. For each dimension \( d \), the data is created 100 times to compute average classification accuracy. Table 5 depicts the average classification accuracy over 100 runs. It can be observed from Table 5 that EFR technique is not able to perform because of scarce samples. The DRLDA technique and CV-RLDA technique are performing similar. Pseudoinverse technique (PILDA) is performing the lowest as there is not enough information in the range space of scatter matrices.

We have also carried out sensitivity analysis with respect to the classification accuracy. For this purpose, we use Acute Leukemia dataset as a prototype and contaminated the dataset by adding Gaussian noise. We then applied techniques again to evaluate classification performance by using nearest neighbor classifier. The generated noise levels are 1%, 2%, 5% and 10% of the standard deviation of the original feature values. The noisy data has been generated 10 times to compute average classification accuracy. The results are shown in Fig. 1. It can be observed from Fig. 1 that for low level noise the degradation in classification performance is not enough. But when the noise level increases the classification accuracy deteriorates. The performance of PILDA and DLDA techniques are lower than other techniques. However, most of the techniques try to maintain the discriminant information in the noisy environment.

### 6. Discussion

In order to compare the performance in terms of classification accuracy we compared 7 well known techniques with DRLDA. These techniques compute the orientation matrix \( \mathbf{W} \) by utilizing different combinations of informative spaces (i.e., null space of \( \mathbf{S}_W \), range space of \( \mathbf{S}_W \) and range space of \( \mathbf{S}_g \)). Each informative space contains a certain level of discriminant information. Theoretically, it is effective to utilize all the informative spaces for the computation of orientation matrix for better generalization capability. How well a technique is combining these spaces would determine its generalization capability. It has been shown that usually the null space of \( \mathbf{S}_W \) contains more discriminant information than the range space of \( \mathbf{S}_W \) [6,8,22,34]. Therefore, it is likely that a technique that utilizes null space of \( \mathbf{S}_W \) effectively, may perform better.

![Fig. 1. Sensitivity analysis of various techniques on Acute Leukemia dataset at different noise levels. The y-axis depicts average classification accuracy and x-axis depicts the techniques used. The noise levels are 1%, 2%, 5% and 10%.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Classification accuracy (in percentage) on datasets using various techniques.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database</td>
<td>NLDA</td>
</tr>
<tr>
<td>Acute Leukemia</td>
<td>97.1</td>
</tr>
<tr>
<td>ALL subtype</td>
<td>86.6</td>
</tr>
<tr>
<td>GCM</td>
<td>70.4</td>
</tr>
<tr>
<td>Lung Adeno.</td>
<td>81.7</td>
</tr>
<tr>
<td>MLL</td>
<td><strong>100.0</strong></td>
</tr>
<tr>
<td>SRBCT</td>
<td><strong>100.0</strong></td>
</tr>
<tr>
<td>Face ORL</td>
<td>96.9</td>
</tr>
<tr>
<td>Face AR</td>
<td>95.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>The comparison of cpu time (in seconds) of CV-RLDA and DRLDA techniques.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database</td>
<td>CV-RLDA CPU Time</td>
</tr>
<tr>
<td>Acute Leukemia</td>
<td>4.68</td>
</tr>
<tr>
<td>ALL subtype</td>
<td>1021.9</td>
</tr>
<tr>
<td>GCM</td>
<td>265.0</td>
</tr>
<tr>
<td>Lung Adeno.</td>
<td>57.9</td>
</tr>
<tr>
<td>MLL</td>
<td>13.6</td>
</tr>
<tr>
<td>SRBCT</td>
<td>17.0</td>
</tr>
<tr>
<td>Face ORL</td>
<td>73961.1</td>
</tr>
<tr>
<td>Face AR</td>
<td>739380</td>
</tr>
</tbody>
</table>
better (in generalization capability) than a technique which does not use the null space of $S_W$.

From the techniques that we have used the NLDA technique employs null space of $S_W$ and range space of $S_p$. Whereas PILDA, DLDA and PCA+LDA techniques employ range space of $S_W$ and range space of $S_p$. Provided the techniques extract the maximum possible information from the spaces they employed then NLDA should beat PILDA, DLDA and PCA+LDA techniques. From Table 3, we can see that NLDA is outperforming PILDA in 7 out of 8 cases. Comparing the classification accuracies of NLDA and DLDA, we can see that NLDA is outperforming DLDA in 4 out of 8 cases and in 2 cases the performance are identical. In a similar way NLDA is surpassing PCA+LDA in 4 out of 8 cases and in 3 cases the performance are identical. On the other hand, the ULDA technique also employs the same spaces as of NLDA technique, however, the classification performance of ULDA is inferior to NLDA (only in 1 out of 8 cases ULDA is beating NLDA). This means that orthogonal $W$ is more effective than uncorrelated $W$.

The other three techniques (CV-RLDA, EFR and DRLDA) employ three spaces; namely, null space of $S_W$, range space of $S_p$ and range space of $S_p$. Intuitively, these three techniques contain more discriminant information than above mentioned 5 techniques. However, different strategies of using the three spaces would result in different level of generalization capabilities. In CV-RLDA, the estimation of regularization parameter $\alpha$ depends upon the range of $\alpha$ values being explored (which is restricted due to limited computation time), the cross-validation procedure (e.g. leave-one-out, k-fold) being employed and the classifier used. On the other hand, EFR and DRLDA techniques do not have this problem. The EFR technique utilizes an intuitive model for extrapolating the eigenvalues of range space of $S_W$ to the null space of $S_W$. This way it captures all the spaces. However, the model used for extrapolation is rather arbitrary and it is not necessary that it is an optimum model. The DRLDA technique captures the information from all the spaces by deterministically finding the optimal $\alpha$ parameter from the training samples. From Table 3, it can be observed that EFR is surpassing CV-RLDA in 3 out of 8 cases and exhibiting identical classification accuracies in 2 cases. Similarly, DRLDA is outperforming CV-RLDA in 3 out of 8 cases and giving equal results in 3 cases. From Tables 3 and 4, we can also observe that though the classification accuracy of CV-RLDA is high (which depends on the search of the regularization parameter), its computational time is extremely large.

Thus we have shown that DRLDA technique is performing better than other LDA techniques for the SSS problem. We can intuitively explain its better performance as follows. In the DRLDA technique, we are maximizing the modified Fisher’s criterion; i.e., the ratio of between-class scatter and within-class scatter (see Eq. (1)). To get the $\alpha$ parameter, we are maximizing the difference between the between-class scatter and within-class scatter (see Eq. (4)). Thus, we are combining two different philosophies of LDA mechanism in our DRLDA technique and this is helping us in getting better performance.

### 7. Conclusion

The paper presented a deterministic approach of computing regularized LDA. It avoids the use of the heuristic (cross-validation) procedure for computing the regularization parameter. The technique has been experimented on a number of datasets and compared with several popular techniques. The DRLDA technique exhibits highest classification accuracy for 6 out of 8 datasets and its computational cost is significantly less than CV-RLDA technique.

### Appendix A

In this appendix, the generalization capabilities of Zhao’s model and Friedman’s model of CV-RLDA are demonstrated on several datasets. In order to do this, first we project the original feature vectors onto the range space of total-scatter matrix as a preprocessing step. Then we employ reduced dimensional within-class scatter matrix $S_w$ for the two models of CV-RLDA (see Section 4.1 for details about reduced dimensional matrices). In the first model of CV-RLDA, $S_w$ is approximated as $S_w = S_w + \alpha I$ and in the second model $S_w$ is approximated as $S_w = (1-\alpha)S_w + \alpha I$. For brevity, we refer the former model of CV-RLDA as CV-RLDA-1 and the latter model as CV-RLDA-2. Table A1 depicts the classification performance of these two models. The details of the datasets and the selection of the regularization parameter $\alpha$ can be found in Section 4.

It can be seen from Table A1 that CV-RLDA-1 exhibits relatively better classification performance than CV-RLDA-2.

### Appendix B

In this appendix, for RLDA technique we show the sensitivity of classification accuracy when selecting the regularization parameter, $\alpha$. For this purpose we use four values of $\alpha$. These are $\delta = [0.001, 0.01, 0.1, 1]$, where $\delta = \delta = \lambda_S / \lambda_W$ and $\lambda_S$ is the maximum eigenvalue of within-class scatter matrix. We applied 3-fold cross-validation procedure on a number of datasets and shown the results in Table B1.

It can be observed from the table that the different values of the regularization parameter give different classification accuracies and therefore, the choice of the regularization parameter affects the classification performance. Thus, it is important to select the regularization parameter correctly to get the good classification performance.

To do this, a cross-validation approach is usually opted. The $\alpha$ parameter is searched in the pre-defined range and the value of $\alpha$ which gives the best classification performance on the training set is selected. It is assumed that the optimum value of $\alpha$ will give the best generalization capability; i.e., the best classification performance on the test set.

Table A1

| Classification accuracy (in percentage) on test set using CV-RLDA-1 and CV-RLDA-2 techniques. |
|----------------------------------|---|---|---|---|
| Database                         | CV-RLDA-1 | CV-RLDA-2 |
|----------------------------------|---|---|---|---|
| Acute Leukemia                   | 97.1 | 97.1 |
| ALL subtype                      | 95.5 | 86.6 |
| GCM                              | 74.1 | 70.4 |
| MLL                              | 100.0 | 100.0 |
| SRBCT                            | 100.0 | 100.0 |

Table B1

<p>| Classification accuracy (in percentage) using 3-fold cross-validation procedure (the highest classification accuracies obtained are depicted in bold fonts). |
|----------------------------------|---|---|---|---|</p>
<table>
<thead>
<tr>
<th>Database</th>
<th>$\delta = 0.001$</th>
<th>$\delta = 0.01$</th>
<th>$\delta = 0.1$</th>
<th>$\delta = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acute Leukemia</td>
<td>98.6</td>
<td>98.6</td>
<td>98.6</td>
<td>100</td>
</tr>
<tr>
<td>ALL subtype</td>
<td>90.3</td>
<td>90.3</td>
<td>86.0</td>
<td>69.2</td>
</tr>
<tr>
<td>GCM</td>
<td>72.7</td>
<td>74.3</td>
<td>76.5</td>
<td>59.0</td>
</tr>
<tr>
<td>Lung Adeno.</td>
<td>81.7</td>
<td>80.7</td>
<td>85.0</td>
<td>80.7</td>
</tr>
<tr>
<td>MLL</td>
<td>95.7</td>
<td>95.7</td>
<td>95.7</td>
<td>95.7</td>
</tr>
<tr>
<td>SRBCT</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>96.2</td>
</tr>
<tr>
<td>Face ORL</td>
<td>96.9</td>
<td>96.9</td>
<td>96.9</td>
<td>96.9</td>
</tr>
<tr>
<td>Face AR</td>
<td>95.8</td>
<td>97.9</td>
<td>96.3</td>
<td>81.8</td>
</tr>
</tbody>
</table>
Appendix C

**Corollary 1.** The value of regularization parameter is non-negative; i.e., \( \alpha \geq 0 \) for \( r_w \leq r_1 \), where \( r_1 = \text{rank}(S_T) \) and \( r_w = \text{rank}(S_w) \).

**Proof.** From Eq. (1), we can write

\[
J = \frac{w^T S_T w}{w^T (S_T + \alpha I) w},
\]

(A1)

where \( S_T \in \mathbb{R}^{n \times n} \) and \( S_w \in \mathbb{R}^{r_w \times r_w} \). We can rearrange the above expression as

\[
w^T S_T w = w^T S_w + \alpha I w
\]

(A2)

The eigenvalue decomposition (EVD) of \( S_w \) matrix (assuming \( r_w < r_1 \)) can be given as

\[
S_w = U \Lambda^1 U^T,
\]

where \( U \in \mathbb{R}^{r_w \times r_w} \) is an orthogonal matrix, \( \Lambda^1 \) is a diagonal matrix. Eq. (A4) can be rearranged as

\[
E^T D^{-1/2} U^T S_w U D^{-1/2} E = D_0
\]

(A3)

where \( D_0 \) is a diagonal matrix. Thus, \( D_0 \) can be multiplied right side and \( e^1 \) on left side of Eq. (A3), get

\[
e^T D^{-1/2} U^T S_w U D^{-1/2} e = \gamma
\]

(A6)

The eigenvector \( e \) can be multiplied right side and \( e^1 \) on left side of Eq. (A3), we get

\[
e^T D^{-1/2} U^T S_w U D^{-1/2} e = 1
\]

(A7)

It can be seen from Eqs. (A3) and (A5) that matrix \( W = UD^{-1/2} E \) diagonalizes both \( S_T \) and \( S_w \), simultaneously. Also vector \( w = UD^{-1/2} e \) simultaneously gives \( \gamma \) and unity eigenvalues in Eqs. (A6) and (A7). Therefore, \( w \) is a solution of Eq. (A2). Substituting \( w = UD^{-1/2} e \) in Eq. (A2), we get

\[
J = \gamma; \ i.e., w \ is a solution of Eq. (A2).
\]

From **Lemma 1**, the maximum eigenvalue of expression \((S_T + \alpha I) w = \lambda w \) \( \lambda = \lambda_{\text{max}} > 0 \) (i.e., real, positive and finite). Therefore, the eigenvectors corresponding to this positive \( \lambda \) should also be in real hyperplane (i.e., the components of the vector \( w \) have to be real values). Since \( W = UD^{-1/2} e \) with \( w \) to be in real hyperplane, we must have \( D^{-1/2} \) to be real.

Since \( D = \Lambda^1 + \alpha I = \text{diag}(q_1^2 + \alpha, q_2^2 + \alpha, \ldots, q_{r_w}^2 + \alpha, \alpha, \ldots, \alpha) \), we have

\[
D^{-1/2} = \text{diag}(1/\sqrt{q_1^2 + \alpha}, 1/\sqrt{q_2^2 + \alpha}, \ldots, 1/\sqrt{q_{r_w}^2 + \alpha}, 1/\sqrt{\alpha}, \ldots, 1/\sqrt{\alpha}).
\]

Therefore, the elements of \( D^{-1/2} \) must satisfy \( 1/\sqrt{q_i^2 + \alpha} > 0 \) and \( 1/\sqrt{\alpha} > 0 \) for \( k = 1, 2, \ldots, r_w \) (note \( r_w < r_1 \)); i.e., \( \alpha \) cannot be negative or \( \alpha \geq 0 \). Furthermore, if \( r_w = r_1 \) then matrix \( S_w \) will be a non-singular matrix and its inverse will exist. In this case, regularization is not required and therefore \( \alpha = 0 \). Thus, \( \alpha \geq 0 \) for \( r_w \leq r_1 \). This concludes the proof.

**Appendix D**

In this appendix, we show computed value of CV-RLDA technique. The value of \( \alpha \) is computed by first doing a coarse search on a predefined range to find a coarse value. After this, a fine search is conducted using this coarse value to get the regularization parameter. In this experiment, we use \( \alpha = 0.05 \times \lambda_{\text{max}} \) where \( \delta = [10^{-4}, 1] \) and \( \lambda_{\text{max}} \) is the highest eigenvalue of within-class scatter matrix. The values are depicted in Table D1. In addition, we have also shown regularization parameters computed by DRLDA technique as a reference.
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