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Abstract In the equatorial Indian Ocean, the largest subseasonal temperature variations in the upper ocean
are observed below the mixed layer. Subsurface processes can influence mixed layer temperature and
consequently air‐sea coupling. However, the physical processes driving temperature variability at these depths
are not well quantified. During the boreal winter, the Madden–Julian Oscillation (MJO) partly drives upper
ocean heat content (OHC) variations. Therefore, to understand processes driving subseasonal OHC variability
in the equatorial Indian Ocean, we use an observationally constrained, physically consistent ocean state estimate
from the Estimating the Circulation and Climate of the Ocean (ECCO) Consortium. Using a heat budget
analysis, we show that the main driver of subseasonal OHC variability in the ECCO ocean state estimate is
horizontal advection. Along the equator, OHC variations are driven by zonal advection while the role of
meridional advection becomes more important away from the equator. During the active phase of the MJO, net
air‐sea heat fluxes damp OHC variability along the equator, while away from the equator net air‐sea heat fluxes
partly drive OHC variability. Equatorial OHC variations are found to be associated with processes driven by
Kelvin and Rossby waves consistent with previous studies. By quantifying the physical processes, we highlight
the important role of ocean dynamics in contributing to the observed variations of subseasonal OHC in the
equatorial Indian Ocean.

Plain Language Summary Heat stored in the upper ocean can have important implications for the
interaction between the ocean and the atmosphere. The tropical Indian Ocean is unique in that it is where one of
the strongest sources of large‐scale atmospheric convection known as the Madden‐Julian Oscillation (MJO)
typically originates on timescales ranging from 1 to 3 months. TheMJOmoves eastward exerting stresses on the
ocean surface that generates planetary‐scale waves. The waves generated on these timescales largely propagate
eastward along the equator and westward slightly off the equator. In this study, we investigate the MJO's impact
on the upper Ocean Heat Content (OHC) and the different mechanisms causing it to vary. In the upper 200 m of
the ocean, ocean currents and temperature contrasts in the east‐west direction are important in driving changes
of OHC along the equator while slightly off the equator, ocean currents and temperature contrasts in the north‐
south direction become more important. Ocean temperature anomalies are also found to be produced by the
MJO forced waves. The ocean heat content anomalies move eastward along the equator and westward slightly
off the equator and have the strongest signal at depths of between 50–150 m.

1. Introduction
The largest subseasonal to seasonal (S2S) upper ocean temperature variability in the equatorial Indian Ocean is
observed below the mixed layer between depths of 50–150 m for example, (Konda et al., 2023). The Madden–
Julian Oscillation (MJO) partly drives upper ocean temperature variability during the boreal winter through the
forcing of equatorial waves (e.g., Boulanger & Menkes, 1995; Cane & Moore, 1981; Cane & Sarachik, 1977;
DeMott et al., 2015; Hendon et al., 1998; Matthews et al., 2010; Pujiana &McPhaden, 2020). Subseasonal mixed
layer temperature (MLT) dynamics are well understood (e.g., Chi et al., 2014; Drushka et al., 2012; Halkides
et al., 2015; McPhaden & Foltz, 2013). However, the physical processes driving temperature subseasonal vari-
ability below the mixed layer, where the largest variations in temperature and ocean heat content (OHC) occur, are
not well quantified. Therefore, in this study, we investigate the OHC variability in the upper 200 m, which
captures the largest observed subseasonal temperature variations. We go further to quantify the physical processes
that cause the observed patterns of OHC variability associated with theMJO. This is achieved using an ocean state
estimate that is now capable of resolving processes that occur on subseasonal timescales.
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Studies of subseasonal MLT processes have identified surface heat fluxes (Drushka et al., 2012), ocean dynamics
(Halkides et al., 2015; McPhaden & Foltz, 2013), and subsurface vertical processes (Chi et al., 2014; Halkides
et al., 2015; McPhaden & Foltz, 2013) as drivers of MLT variability in the equatorial Indian Ocean. These studies
have shown that, in addition to surface heat fluxes, subsurface processes can drive MLT variability and conse-
quently be important for air‐sea coupling. However, observational studies using Argo have large uncertainties due
to the inhomogeneous spatiotemporal distribution of the Argo floats. Mooring based studies are usually limited to
the investigation of specific observed events.

The upper OHC is hypothesized to have a delayed feedback on the MJO via oceanic equatorial waves. Webber
et al. (2010) and Rydbeck et al. (2021) describe one mechanism by which the interaction between OHC and the
MJO occurs. Momentum forcing from the westerly wind stress associated with Intraseasonal Oscillations (ISOs)
such as the MJO forces eastward propagating downwelling Kelvin waves. The Kelvin waves are associated with
the eastward advection of warm OHC anomalies. The Kelvin waves and the associated warm OHC anomalies
reflect off the coast of Sumatra as downwelling Rossby waves and propagate westward. Upon reaching the central
part of the Indian Ocean basin, the warm OHC anomalies associated with the Rossby waves can contribute to a
warming sea surface temperature (SST) response in the central and western Indian Ocean. The SST gradients
associated with this Rossby wave modulation of OHC can contribute to boundary layer convergence, which can
trigger atmospheric convection, potentially affecting MJO intensity, triggering an MJO event, or modifying the
low‐frequency tail of MJO variability (Rydbeck et al., 2017; Webber et al., 2012). Further support for the
interaction between OHC and the MJO is provided by the relationship shown by Moum et al. (2016), in which
weaker MJO events are followed by stronger MJO events and vice versa, depending on the available OHC.
Recently, Rydbeck et al. (2023) have shown that OHC is a reservoir of column integrated moist static energy
(MSE) for the MJO. Therefore, given the importance of OHC in influencing air‐sea interactions on subseasonal
timescales and consequently the MJO, it is important to understand the various physical processes that contribute
to driving the observed changes in OHC.

Advances in constraining models with observations have given us a new opportunity to understand physical
processes with ocean state estimates (Wunsch & Heimbach, 2013). Constrained by observations in a dynamically
and kinematically consistent way, ocean state estimates are a useful tool to provide a mechanistic understanding
that would otherwise not be possible with observations, models, or ocean reanalysis constrained by data
assimilation. The ECCO (Estimating the Circulation and Climate of the Ocean) Consortium has released a new
version of its ocean state estimate, ECCOVersion 4 Release 4 (ECCOv4r4). Unlike previous releases, which only
provided monthly model fields, ECCOv4r4 now provides daily model fields, allowing the study of higher‐
frequency processes. Therefore, the goal of the current study is to use ECCOv4r4 to gain new insights into the
physical processes driving subseasonal OHC variability. Using this new product, we aim to address the following
research questions: (a) Quantifying the contributions of the physical processes driving the subseasonal upper
OHC variability in the equatorial Indian Ocean, and (b) Identify the dominant physical processes driving the
observed patterns of OHC variability associated with the MJO.

2. Data and Methods
2.1. ECCOv4r4

We use the daily model fields from Estimating the Circulation and Climate of the Ocean Version 4 Release 4
(ECCOv4r4) (ECCOConsortium, 2021; Forget et al., 2015; Wang& Fenty, 2021; Wunsch &Heimbach, 2013) to
investigate the physical processes driving S2S OHC variations. ECCOv4r4 is an optimal solution of the Mas-
sachusetts Institute of Technology general circulation model (MITgcm) (Marshall et al., 1997). The ECCOv4
configuration of MITgcm solves the primitive equations for the case of a Boussinesq, hydrostatic ocean and uses a
nonlinear free surface with real freshwater exchanges. While observations (e.g., altimetry, Argo floats, XBTs,
CTDs, marine mammals, gliders and moorings) are used to constrain the model solutions in a least squares sense,
the ECCO state estimate retains physical consistency via the adjoint method (Heimbach et al., 2005) to produce a
coherent and physically consistent description of the ocean's time‐evolving state. One limitation of the least
squares fit used to constrain the model solutions is that nonlinear relationships between observations and model
solutions may not be accurately represented.

We chose to use the ECCO ocean state estimate for this study as the physical consistency of the model solutions of
this product satisfies the conservation laws of the model (while being constrained by observations), so that no
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nonphysical sources and sinks are introduced in the state estimate fields. This is in contrast to traditional data
assimilation techniques where constraining the model with observations inadvertently leads to analysis in-
crements introduced to the model fields by processes not governed by model physics. The dynamical and
kinematical consistency of the ECCO state estimate allows property budgets of heat, salt and volume to be closed
while being constrained by observations so that a realistic and complete understanding of the physical processes
within the model framework is possible.

ECCOv4r4 employs the LLC90 (Lat‐Lon‐Cap 90) grid in the native configuration. The horizontal grid has an
average resolution of 1°, which is approximately 110 km near the equator. The vertical grid has 50 levels with
thickness ranging from 10 m near the surface to 457 m near the ocean bottom. The course horizontal and vertical
grid resolution limits the ability of the state estimate fields to resolve eddies and to accurately resolve mixed layer
processes, which can have upscale effects on subseasonal mixed layer temperature budgets for example, (Shi-
noda, 2005; Shinoda et al., 2013). In addition, the parametrizations required due to unresolved processes resulting
from the course grid have limitations and are not perfect. The atmospheric forcing of heat, momentum and water
is from the European Centre for Medium‐Range Weather Forecasts interim reanalysis (ERA‐Interim) (Dee
et al., 2011). The atmospheric forcings are adjusted with the added constraint that the adjustments are within the
uncertainty of the ERA‐Interim forcing variables so that the ECCO state estimate fields are consistent with
observations. One consequence of this adjustment of the forcing fields and the fact that the ECCO estimates are
derived from an ocean only general circulation model is that the ECCO estimates cannot be used to address the
origin of atmospheric forcing (Buckley et al., 2014).

2.2. Observations

As a proxy for large‐scale atmospheric convection associated with the MJO, we use Outgoing Longwave Ra-
diation (OLR) data from the National Oceanic and Atmospheric Administration (NOAA) Physical Sciences
Laboratory (PSL), Boulder, Colorado, USA, from their website at https://psl.noaa.gov (Liebmann &
Smith, 1996). The NOAA Interpolated OLR data has daily temporal resolution and a 2.5° latitude × 2.5°
longitude global spatial resolution. TheMJO phase and amplitude are characterized by the Real‐timeMultivariate
MJO series 1 and 2 (RMM1 and RMM2) indices. RMM1 and RMM2 are the first two leading principal com-
ponents from a combined EOF analysis of lower and upper level zonal winds (u850 and u200) and OLR as
described in Wheeler and Hendon (2004). The daily RMM indices are acquired from the Australian Bureau of
Meteorology from their website at http://www.bom.gov.au/climate/mjo/.

Satellite altimeter derived gridded sea level anomaly (SLA) data are obtained from the Copernicus Marine Data
Store from their website at https://data.marine.copernicus.eu/product/SEALEVEL_GLO_PHY_L4_MY_008_
047/description (CMEMS, 2023; Ducet et al., 2000; Pascual et al., 2006). The daily SLA fields are available on a
regular ¼° × ¼° grid. The gridded data are produced using optimal interpolation to merge the L3 along‐track
measurement from different altimeter missions. The satellite altimeter derived SLA is compared with the
model sea surface height anomaly corrected for the inverted barometer effect, Dynamic SSH (SSHDYN). NOAA
¼° Daily Optimum Interpolation Sea Surface Temperature (OISST) V2 data for comparison with the model
Potential Temperature at 5 m depth, θ (− 5 m), was provided by the NOAA PSL, Boulder, Colorado, USA, from
their website at https://psl.noaa.gov (Huang et al., 2021; Reynolds et al., 2007).

The performance of ECCO is evaluated using mooring data from mid‐September 2011 to mid‐January 2012 from
the DYNAMO field campaign. We use data from two mooring sites D1 and D2 located at 0°N, 78.9°E and 1.5°S,
78.8°E (red and blue stars in Figure 1a). The data is obtained from the DYNAMO Legacy Collection (Lien &
Moum, 2019) hosted by UCAR/NCAR ‐ Earth Observing Laboratory (https://data.eol.ucar.edu/dataset/347.230).
While observations from moorings are used to constrain the ECCO ocean state estimate model fields, these
specific moorings have not been used to constrain the solutions of MITgcm. Hence, data from these moorings
form a good observational data set to validate and evaluate the performance of the ECCO model fields. We
compare the daily averaged mooring temperature data with the ECCO temperature data at the nearest grid points
(red and blue circles in Figure 1a). The ECCO daily averaged potential temperature and salinity are first used to
obtain in situ temperature following the Thermodynamic Equation Of Seawater–2010 (TEOS–10) convention
(IOC, 2010; McDougall & Barker, 2011) so that the same quantities are compared.

The ECCO temperature is in good agreement with the mooring temperature values in the upper 5 m with cor-
relations of 0.89 at D1 and 0.92 at D2 as depicted in Figures 1f and 1g. The correlations are gradually reduced at
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deeper levels, with the correlations at 100 m being 0.75 at D1 and 0.66 at D2. With the exception of the low
correlation of 0.12 at 50 m depth for D2, there is good agreement between the mooring and ECCO temperature
values. The mooring temperature has higher frequency variability, some of which is not well captured in ECCO,
possibly because of the subgrid scale parametrizations and coarse resolution of the LLC90 grid used for MITgcm.
This comparison with observations supports the usefulness of the ECCO data in our study.

Figure 1. ECCO temperature data is compared with two moorings deployed during the DYNAMO field campaign from mid‐September 2011 to mid‐January 2012. The
moorings D1 and D2 and their locations are shown in (a) where D1 (red star) is located at 0°N, 78.9°E and D2 (blue star) is located at 1.5°S, 78.8°E with the
corresponding nearest ECCO grid points depicted as red and blue circles. The shading in (a) shows the mean sea surface temperature from NOAA OISST. Time‐depth
temperature frommooring D1 is shown in (b) while the corresponding nearest ECCO time‐depth temperature at the location of the red circle is shown in (d). Time‐depth
temperature from mooring D2 is shown in (c) while the corresponding nearest ECCO time‐depth temperature at the location of the blue circle is shown in (e). The time
series of temperature from moorings D1 and D2 are shown in (f) and (g) respectively along with the corresponding ECCO temperature at selected depths of ∼5 m (red),
∼50 m (black) and ∼100 m (blue). The solid curves in (f) and (g) are mooring temperature values while the dashed curves are ECCO temperature values at
approximately the same depth.
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2.3. Heat Budget

The upper ocean heat budget is analyzed to determine the contributions of the different physical processes driving
OHC variability. We use the model specific formulation of the temperature tendency (Equation 4 in Forget
et al. (2015)) to compute the heat budget. The physical interpretation of the budget terms is described by the
following equation from Buckley et al. (2014):

ρoCp∫

η

− D

∂θ
∂t
dz

⏟̅̅̅̅̅⏞⏞̅̅̅̅̅⏟

=

OHCT

ρoCp∫

η

− D
− ∇ · (uθ + u∗θ)dz

⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏟
ADV

+ ρoCp∫

η

− D
− ∇ ·Kdz

⏟̅̅̅̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅̅̅̅⏟
DIF

+ Qnet
⏟⏞⏞⏟

Q

(1)

where ρo is the mean seawater density (1,029 kg m− 3); Cp is the heat capacity (3994 J kg
− 1 K− 1); θ is the potential

temperature; η is the free surface;D is the depth in meters; u is the three‐dimensional (explicit model) velocity; u*
is the parameterized eddy‐induced transport velocity; K is the diffusive temperature flux resulting from diapycnal
diffusion and parameterized isopycnal diffusion; and Qnet is the net (turbulent plus radiative) air‐sea heat flux.

The left‐hand side of Equation 1 represents the ocean heat content tendency (OHCT). The right‐hand side shows
the different physical processes contributing to changes in OHC. The first term on the right‐hand side represents
the three‐dimensional ocean heat transport convergence, which for simplicity is called advection (ADV). The
advection term is further decomposed into zonal (ADVx), meridional (ADVy) and vertical (ADVv) components.
The second term on the right‐hand side is the diffusion (DIF) term. The diffusion term includes diapycnal and
isopycnal components as well as turbulence in the mixed layer (Gaspar et al., 1990; Redi, 1982). The diffusion
term is also decomposed into zonal (DIFx), meridional (DIFy) and vertical (DIFv) components. The third term, Q
is the net air‐sea heat flux, which includes latent heat flux, sensible heat flux, longwave radiation, and shortwave
radiation. Shortwave radiation penetrates the upper 200 m of the water column decaying exponentially according
to Jerlov Type IA‐2 water (Paulson & Simpson, 1977).

The heat budget terms are evaluated on the ECCOv4r4 native grid (LLC90) using the appropriate diagnostic
outputs from MITgcm, as described in Piecuch (2017). While ECCOv4r4 covers the period from 1992 to 2017,
we only use the data from the ARGO period (2005–2017) as the state estimates are better constrained by
observations.

The differences between the model horizontal grid orientation and the conventional zonal (east‐west) and
meridional (north‐south) orientation are treated as follows. The horizontal advection term is computed from the
model horizontal orientation components to ensure budget closure. Otherwise, we consider the conventional
zonal and meridional advection components. Consequently, the sum of zonal and meridional advection is not
always equal to the horizontal advection term. This does not affect our results greatly, as the model and con-
ventional horizontal components are similar in the central equatorial Indian Ocean and only show major dif-
ferences near the coastal boundaries.

We isolate subseasonal anomalies as follows: First, we remove the long‐term mean (relative to the 2005–2017
period) and then remove the linear trend. Second, we remove the daily climatological seasonal cycle. Finally,
the fields are bandpass filtered by applying a zero‐phase Butterworth filter to obtain the 30–150 days timescale
signal. A wide temporal band, relative to S2S timescales, is chosen to capture the slower response of the ocean to
atmospheric forcing. After filtering the heat budget terms, we observe that a non‐negligible residual is introduced
near the end of the timeseries. The end of our analysis period also coincides with the end of the ocean state
estimate period. Hence when we specifically analyze heat budget terms, we discard the final year to retain budget
closure.

Unless otherwise stated, the OHC budget analysis is computed for the upper 200 m of the ocean. The vertical
integration is performed by multiplying the respective variable in each model grid cell with the corresponding cell
thickness and summing to the depth where the lower edge of the grid cell is nearest to 200m.We choose a depth of
200 m for the integration after examining the subseasonal anomalies (obtained as described in the preceding
paragraph) of the ECCO potential temperature (see Movie S1), from which it is observed that the largest sub-
seasonal anomalies of ocean temperature are between 50–150 m depths with maximum amplitude (>0.5°C)
between 90–110 m depths. As such, a 200 m integration would sufficiently capture the strongest signal of S2S
temperature anomalies, and OHC, in the upper ocean. The magnitude of the residual (left hand side minus right
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hand side of Equation 1) is much smaller than the magnitude of the heat budget terms (not shown), and therefore
the heat budget is essentially closed.

2.4. Balance Metric and Covariance Ratio

To better understand the contribution of multiple physical processes, we use a tracer Balance Metric, MB (Hal-
kides et al., 2015).MB describes the balance of two processes, P1 and P2, relative to the tendency, Tt on a certain
timescale and at each location. MB can have a value between − 1 and 1 and is defined as follows:

MB (P1,P2) ≡
⟨(P2 − Tt)

2
⟩ − ⟨(P1 − Tt)

2
⟩

⟨(P2 − Tt)
2
⟩ + ⟨(P1 − Tt)

2
⟩

(2)

The terms in angled brackets represent the mean squared errors between Tt and P1 or P2. IfMB has a positive value
at a given location, then the errors of process P1 relative to the tracer tendency Tt are smaller compared to process
P2. The more positive the value, the smaller the mean squared error of the process P1 relative to Tt. Conversely, if
MB has a negative value at a given location, then the errors of process P2 relative to Tt are smaller compared to
process P1. If MB is zero, both processes have comparable mean squared errors relative to Tt. In our case, Tt is
OHCT while P1 and P2 can be pairs of processes in the heat budget such as ADV and Q. One caveat when using
the balance metric is thatMB cannot directly tell us which process is driving Tt, since a process may have a small
residual relative to Tt but be anti‐correlated with it. However, MB can be a useful metric to isolate the relative
importance of two processes with similar amplitude that are correlated with Tt. Hence the balance metric spatial
map is a good supplement to correlation spatial maps of physical processes in the heat budget.

To quantify the fractional variance each anomalous process can explain of the anomalous OHCT, we present the
covariance ratio, rx (Tesdal & Abernathey, 2021). The covariance ratio is defined as follows:

rx =
σ(x,y)
σ( y)2

(3)

where σ(x,y) is the covariance between x and y, and σ(y)2 is the variance of y. In the context of our analysis, x is a
term in the heat budget and y is the OHCT.

For a closed heat budget, that is, where the sum of the heat budget terms is exactly equal to the OHCT, the sum of
the covariance ratios for the heat budget terms must be equal to one.

3. Results
3.1. Physical Processes Driving S2S OHC Variability

To identify the physical processes driving and damping subseasonal variability in OHCT, each anomalous heat
budget term from Equation 1 is correlated with the anomalous OHCT (Figure 2). A positive correlation of a
budget term with OHCT indicates that the budget term acts to drive the OHC changes, and negative correlations
indicate that the budget term damps the changes (e.g., Buckley et al., 2014). While correlations do not imply
causation, we rely on the fact that each process is obtained from a heat budget which is closed. Hence, we know
that these are indeed processes contributing to changes in OHCT. As correlation provides no information on the
relative strength of the terms in driving and damping OHCT variability, we also compute the spatial patterns of
regressions between budget terms and OHCT. These are very similar to spatial patterns of correlations (not
shown). Correlations between heat budget terms and OHC were also computed (not shown), with the relation-
ships being consistent with OHC lagging OHCT. Hence, we choose to show spatial relationships with correlations
between heat budget terms and OHCT. However, care must be taken when interpreting correlations between each
budget term and OHCT, since the terms in the heat budget are not linearly independent.

Zonal advection (ADVx) (Figure 2a) is highly correlated with OHCT along the equator, while meridional
advection (ADVy) (Figure 2b) begins to dominate poleward of 4° latitude in both hemispheres. Within 2–4° on
either side of the equator, both zonal and meridional advection have similar positive correlations with OHCT,
suggesting both zonal and meridional advection play important roles in driving OHCT variations in this narrow
latitudinal band. Zonal advection is also important in driving OHCT south of the equator with positive
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correlations between latitudes of approximately 12°S–8°S (Figure 2a). Vertical advection (ADVv) (Figure 2c) is
negatively correlated to OHCT, opposing the OHCT, therefore weakening or damping the OHC variations
throughout the basin. Horizontal diffusion terms (DIFx and DIFy) (Figures 2d and 2e) are weakly correlated with
OHCT and have no discernible regular structure. Vertical diffusion (DIFv) is positively correlated with OHCT
south of the equator on the eastern part of the basin between 0 and 10°S and 80–100°E. The role of net air‐sea heat
flux (Q) is seen to become more important in contributing to driving OHCT as we move away from the equator, as
seen from its positive correlation with OHCT (Figure 2g).

The covariance ratio is a useful metric to examine the fractional contribution of each heat budget term to the
variance of OHCT (Figure 3). We supplement the covariance ratio with selected regional means of covariance
ratios of advective processes on the model grid (Table 1), which differs slightly from the conventional zonal and
meridional directions depicted in Figures 3a and 3b. This is because we use the model grid orientation to compute
the covariance ratios of advective processes to ensure budget closure. We find that along the equator, zonal
advection has the largest contribution to the variance of OHCT, with a mean covariance ratio of 2.67, while
meridional advection contributes negatively with a mean covariance ratio of − 0.95 as depicted in Figures 3a and
3b and Table 1. The large contribution of anomalous zonal advection to the correlation and covariance ratio south
of the equator between 12°S and 8°S, as seen in Figures 2a and 3a, is likely associated with the Indonesian
Throughflow (ITF). Contributions from non‐advective processes such as net air‐sea heat fluxes and diffusion are
not shown as they are negligible. In the off‐equatorial sections both north and south of the equator, we find that
meridional advection has a larger contribution to the variance of OHCT with a mean covariance ratio of 1.62 in
the northern section and 1.83 in the southern section Figure 3b. Vertical advection has mean covariance ratio that
varies from around − 0.7 to − 0.9, and is about 50% of the magnitude of the covariance ratio of the horizontal
advection terms, but of opposite sign. This is consistent with the vertical advection being the principal process
damping subseasonal variability of OHC. Diffusion and net air‐sea heat fluxes have a negligible contribution to
the variance of OHCT. The sum of the covariance ratios of advective processes is approximately equal to one
(Table 1), indicating that advective processes account for almost all the variance in OHCT.

Figure 2. Correlations of 30–150 days bandpass filtered ocean heat content tendency with (a) zonal advection (b) meridional advection (c) vertical advection (d) zonal
diffusion (e) meridional diffusion (f) vertical diffusion and (g) net air‐sea heat fluxes. Stipples show regions where the correlations are statistically significant (p < 0.05)
after considering serial correlation.
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While correlations can show which processes are important in driving or damping OHCT, they provide no in-
formation on the amplitude of the terms. Therefore, in Supporting Information S1, we include figures of standard
deviations of each heat budget term (Figure S1 in Supporting Information S1) as well as the root‐mean‐square
error (RMSE) of each heat budget term with the OHCT (Figure S2 in Supporting Information S1) to give an
indication of magnitudes and to quantify the deviation of each heat budget term from the OHCT.

To better understand the relative importance of pairs of processes, we show spatial maps of the Balance Metric,
MB (Figure 4). We first compare the two physical processes that have the highest correlations, anomalous
advection (ADV) and anomalous net air‐sea heat flux (Q) (Figure 4a). The values close to − 1 throughout the basin
shows the dominance of advective processes over the surface fluxes. It is consistent with the advective processes
explaining essentially all the OHC subseasonal variability (Table 1). Further, in Figure 4b, the positive values
throughout the basin suggest that anomalous horizontal advection (ADVh) contributes largely to the lower mean
squared errors in the ADV term. A value of 0.6 as found over large regions of the Indian Ocean indicates that the
squared difference of ADVh and OHCT is four times smaller than that of ADVv and OHCT, which is consistent
with ADVv damping the OHC variability on subseasonal timescales (Figures 2 and 3 and Table 1).

Figure 3. Covariance ratio of 30–150 days bandpass filtered ocean heat content tendency with (a) zonal advection (b) meridional advection (c) vertical advection
(d) zonal diffusion (e) meridional diffusion (f) vertical diffusion and (g) net air‐sea heat fluxes.

Table 1
Mean Covariance Ratio Explained by Model Grid Advective Processes in the North Section (Latitudes 3°N–5°N), Equatorial Section (Latitudes 2°S–2°N), and South
Section (Latitudes 5°S–3°S)

Model x component
of advection

Model y component
of advection

Model vertical component
of advection

Covariance ratio explained by the sum
of advective processes

North section 0.26 1.62 − 0.90 0.98

Equatorial section 2.67 − 0.95 − 0.71 1.01

South section − 0.01 1.83 − 0.83 0.99

Note. The longitudes used for averaging in all sections are 50°E–90°E.
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We compute theMB for anomalous ADVx and anomalous ADVy to see which
component of horizontal advection dominates (Figure 4c). TheMB for ADVx

and ADVy shows values near zero, nevertheless the differences along the
eastern and western boundaries indicate that anomalous ADVx contributes to
the lower mean squared errors of anomalous ADVh along the boundaries.
Along the west coast of India, anomalous ADVy becomes more important.
The near zero values along the narrow equatorial band show that both ADVx

and ADVy contribute nearly equally to lower values of mean squared errors in
the upper 200 m of the Indian Ocean on S2S timescales (Figure 4c).

3.2. OHC and Physical Processes Associated With the MJO

Phase composites are computed to understand and quantify how the MJO
impacts the upper OHC.We present the first four phases of theMJOwhen it is
convectively enhanced over the Indian Ocean region (Figure 5). The MJO
phase composites for phases 5 to 8 have similar patterns but with opposite
signs as those patterns during phases 1 to 4 (see Figure S3 in Supporting
Information S1). The MJO phase composites are made by averaging the
filtered fields for the days that the MJO is in a particular phase and where the
amplitude of the RMM indices exceeds 1. The composite averages are limited
to the boreal winter (November–April) season when the MJO is known to
dominate the S2S variability (Lau et al., 2012; Zhang, 2005). While the MJO
explains relatively little variance in subseasonal OHC, the amplitude of the
OHC associated with the MJO is substantial, being between 30% and 50% of
the standard deviation of subseasonal OHC over large parts of the Indian
Ocean (not shown).

The anomalous 5 m depth Potential Temperature θ (− 5 m) from the ECCO
data set is plotted to show the effect of the MJO on the ocean surface tem-
perature (Figure 5, left panel). The θ (− 5 m) patterns are largely like the SST
patterns (see Sup Figures 4 and 5 for comparison with observed anomalous
SST and OHC in the upper 100 m) and hence θ (− 5 m) is interpreted as SST.
Blue contours superimposed on θ (− 5 m) are anomalous net air‐sea heat
fluxes with positive values downward, into the ocean. During the con-
vectively enhanced phases of the MJO over the Indian Ocean, the anomalous

net surface heat fluxes are negative and upward into the atmosphere over the Indian Ocean contributing to SST
cooling. This is consistent with surface heat fluxes largely responsible for driving SST and MLT responses
associated with the MJO with a 1 to 2 phase (approximately 6–12 days) delay.

The right panel in Figure 5 shows the anomalous OHC integrated within the upper 200 m in shading with
anomalous OLR as contours. The anomalous OLR is used as a proxy for the large‐scale convection associated
with the MJO. The arrows show the anomalous adjusted zonal and meridional wind stress vectors. An eastward
propagation of the MJO is seen in the anomalous OLR while the anomalous wind stress is easterly to the east of
the convection and westerly to the west of the convection, typical of what is observed during the MJO.While SST
shows anomalous cooling during the convectively enhanced phases of theMJO over the Indian Ocean, the OHC is
anomalously high. This indicates that ocean dynamics are the dominant driver of OHC variations, rather than
surface heat fluxes. This is consistent with Rydbeck et al. (2019), who first reported this anomalously warm OHC
response during the convectively enhanced phases of the Intraseasonal Oscillation (ISO), which includes the
MJO. Using HYCOM reanalysis, Rydbeck et al. (2019) looked at the integrated temperature up to the depth of the
26°C isotherm. We see similar patterns reproduced in anomalous OHC with our integration to a deeper depth
(200 m) than the 26°C isotherm depth (40–85 m; Rydbeck et al. (2023)) used by Rydbeck et al. (2019).

The patterns in anomalous OHC variations along the equator (Figure 5) suggest that ocean dynamics play a role in
contributing to these patterns. We further examine this by plotting three longitude‐depth sections of anomalous
potential temperature averaged between 3° and 5°N, 2°S and 2°N, and 5° and 3°S for different MJO phases
(Figure 6). Along the equator the temperature anomalies are seen to propagate eastward (Figure 6b), consistent

Figure 4. Balance metric as defined in Halkides et al. (2015) for anomalous
(a) net air‐sea heat fluxes and three‐dimensional advection, (b) horizontal
advection and vertical advection and (c) zonal advection and meridional
advection.
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with Kelvin waves. The strongest temperature anomalies (>0.5°C) are observed below the mixed layer (black
contour) and between depths of 50–150 m. Positive temperature anomalies are generated along the equator during
Phase 2, largely due to a contribution from the westerly wind stress forcing associated with the active phase of the
MJO (Figure 5). The positive subsurface ocean temperature anomalies are largely the result of the westerly wind
stress forcing of downwelling Kelvin waves during the convective onset of the MJO which contributes to
deepening isotherms such that warmer anomalies appear at deeper levels. These positive anomalies reach the
eastern boundary by Phase 5, after which they are reflected and begin to propagate westward, consistent with
Rossby waves (Figures 6a–6c).

Figure 5. Composites of 30–150 days bandpass filtered (left) Potential Temperature at 5 m depth (shading, °C), net air‐sea
heat fluxes (blue contours, W m− 2; positive downwards) and (right) Ocean Heat Content integrated in the upper 200 m
(shading, GJ m− 2), OLR (black contours, Wm− 2) and adjusted horizontal surface wind stress (yellow arrows, N m− 2) during
phases 1 to 4 of the MJO and for the November–April season. Dashed contours are negative anomalies while solid contours
are positive anomalies for both net air‐sea heat fluxes and OLR.

Journal of Geophysical Research: Oceans 10.1029/2023JC020074

CHANDRA ET AL. 10 of 16

 21699291, 2024, 2, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JC

020074 by U
N

IV
E

R
SIT

Y
 O

F B
E

R
G

E
N

, W
iley O

nline L
ibrary on [19/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



These temperature anomalies suggest that equatorial wave dynamics are an important contributor to the evolution
of OHC during the MJO (Figure 6). The maximum amplitude of these anomalies are below the mean mixed layer
(depicted as the black contour), which is where the maximum anomalies associated with equatorial waves from
low‐order baroclinic modes would be seen. While the temperature response is largely consistent with processes
driven by Kelvin waves along the equator and Rossby waves in the off‐equatorial section, this cannot be explicitly
confirmed without doing more sophisticated analysis, such as those used by Pujiana and McPhaden (2020) and
Rydbeck et al. (2021) to isolate Kelvin waves and Rossby waves, respectively; this is beyond the scope of this
study. Here, we are interested in variability on S2S timescales and not in the specific decomposition and effect of
equatorial waves.

The phase‐evolution of anomalous OHC and anomalous dynamic sea surface height associated with the MJO is
depicted to better visualize the Kelvin and Rossby waves (Figure 7). The model state estimate compares well with
the observed sea level anomalies from satellite altimetry (Figure S6 in Supporting Information S1). Along the
equator, both the anomalous OHC and sea surface height are seen to propagate eastward with the evolution of the
MJO, consistent with Kelvin waves while along the off‐equatorial section, both OHC and sea surface height
anomalies are observed to propagate westward, consistent with Rossby waves. This provides further support for
the impact of equatorial waves on the OHC associated with the MJO.

Figure 6. Composites of 30–150 days bandpass filtered ECCO potential temperature anomalies where each column shows the latitudinal averaged values in the (a) north
off‐equatorial section (3°–5°N), (b) equatorial section (2°S–2°N) and (c) south off‐equatorial section (5°–3°S). The black solid contour is the mean mixed layer depth
(not filtered) in each phase while the magenta line shows the depth to which integration is performed to obtain vertically integrated ocean heat content and heat budget
terms. The mixed layer depth is defined as the depth where the potential density exceeds a variable threshold criterion which is equivalent to a decrease in temperature of
0.8°C (Kara et al., 2000).
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To examine the contribution of the physical processes driving subseasonal OHC variability associated with the
MJO, longitude‐phase vertically integrated (upper 200 m) anomalous heat budget terms are shown along three
latitudinally averaged sections (Figure 8). Along the equator, zonal and meridional advection are in approximate
balance and their sum determines the sign of OHCT (Figure 8b and Figure S7b in Supporting Information S1). On
the eastern part of the basin, zonal advection has an amplitude an order of magnitude larger than OHCT with the
same anomalous sign as OHCT in the region suggesting that it is the most important driver of OHC variability.
Vertical advection, having an opposite anomalous sign (with magnitudes of 200–300 Wm− 2) to OHCT along the
equator, suggests that it is a process that has a damping effect on OHC variability. Additionally, vertical advection
has magnitudes smaller than the horizontal advection terms, suggesting that horizontal advection is largely
driving OHC variations associated with the MJO (see Figure S7 in Supporting Information S1 for the contribution
of horizontal advection). Diffusion is seen to have a negligible effect on OHC variability. Net air‐sea heat fluxes,
having opposite anomalous sign (with magnitudes of 17–24 W m− 2) to OHCT, act to mainly damp OHC vari-
ations along the equator.

In the north off‐equatorial section (Figure 8a), OHCT is largely dominated by meridional advection followed by
zonal advection with a minor contribution from net air‐sea heat fluxes. In the south off‐equatorial section, OHCT
is also dominated by meridional advection with minor contributions from net air‐sea heat fluxes (Figure 8c). The
amplitude of net air‐sea heat fluxes are larger in the south off‐equatorial section compared to the north and
equatorial sections, but does not drive OHCT. Net air‐sea heat fluxes are dominated by shortwave radiation (SW),
followed by latent heat flux (LH) and sensible heat flux (SH) (see Figure S8 in Supporting Information S1).
Anomalous longwave radiation (LW) provides a minor damping contribution to net air‐sea heat flux.

4. Discussion and Conclusions
The physical processes governing changes of upper OHC on S2S timescales in the equatorial Indian Ocean have
been investigated in a dynamically and kinematically consistent ocean state estimate. Horizontal advection was
seen to be the most important driver of subseasonal OHC variations with zonal advection dominating along the
equator and meridional advection dominating poleward of 5°. Along the equator, the approximate balance be-
tween anomalous zonal and meridional advection is the driver of anomalous OHCT. Vertical advection is
important in damping the variability of OHCT off and along the equator. Halkides et al. (2015) found horizontal
advection to be the dominant process along the equator in the mixed layer heat budget, while our results suggest
that in addition to the mixed layer, horizontal advection is also the dominating process throughout the upper 200m
of the water column.

During the convectively enhanced phases of the MJO over the Indian Ocean, the SST response was consistent
with net air‐sea heat fluxes contributing to SST cooling while the OHC response over the western boundary and
central Indian Ocean showed anomalous warming. The physical processes driving the observed variations of
OHC associated with the MJO are found to be dominated by ocean dynamics as revealed by the importance of the
advection term in the heat budget accounting for almost all the variance in OHCT. We find the largest S2S ocean

Figure 7. MJO Phase composites of 30–150 days bandpass filtered anomalous Ocean Heat Content (shading, GJ m− 2), anomalous model sea surface height corrected for
the inverted barometer effect (contours, mm) and anomalous adjusted zonal wind stress (arrows, N m− 2) averaged between (a) 3°–5°N, (b) 2°S–2°N and (c) 5°–3°S. The
anomalous sea surface height contours are in intervals of 4 mm. Dashed contours denote negative values, solid contours denote positive values, and the zero contour is
omitted.
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temperature anomalies between depths of 50–150 m, as was also observed by Konda et al. (2023) during the
Boreal Summer Intraseasonal Oscillation (BSISO).

Along both the equatorial and off‐equatorial sections, horizontal advection drives OHC variations. In connection
with the advective processes, equatorial waves are seen to be important in driving OHC variations. The eastward
propagating patterns of anomalous OHC along the equator are consistent with processes driven by Kelvin waves
while the westward propagating patterns of OHC slightly off the equator are consistent with processes driven by
Rossby waves (Figure 7). It should be noted that theMJO can also driveWyrtki jets, which can contribute to zonal
advection (e.g., McPhaden & Foltz, 2013). The Wyrtki jets have a strong seasonal dependence typically being
more pronounced during fall and spring while the Equatorial Undercurrent is more evident when the winds have
an easterly component from February to June (Prerna et al., 2019; Schott et al., 2009; Wyrtki, 1973). As such,
removing the seasonal cycle and limiting the composites to just the boreal winter season minimizes the contri-
bution of Wyrtki jets and the Equatorial Undercurrent to zonal advection, but it does not completely remove it.
While previous studies have identified subseasonal variability in the Wyrtki jet with peaks in spring and fall (e.g.,

Figure 8. Hovmöller of anomalous heat budget terms (rows) during different MJO Phases averaged between (a) 3°–5°N, (b) 2°S–2°N and (c) 5°–3°S. OHCT, ADVx,
ADVy, ADVv, DIF, and Q represent the ocean heat content tendency, zonal advection, meridional advection, vertical advection, diffusion, and net air‐sea heat flux
terms, respectively integrated within the upper 200 m.
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Prerna et al., 2019), investigating the impact of theWyrtki jet on subseasonal OHC variability is beyond the scope
of this paper.

We do note that while horizontal advection is the most important driver of subseasonal OHC variations, it is also a
process with large uncertainties that are difficult to quantify. Subsurface ocean currents are less constrained in
ECCO compared to ocean temperature, largely due to fewer subsurface observations of ocean currents. Better
constraining ocean currents necessitates more subsurface current observations, which in future ocean state es-
timates can contribute to reducing uncertainties in advective processes.

We find OHC patterns associated with the MJO to be similar to those in Rydbeck et al. (2019). Our heat budget
analysis is integrated to a deeper depth (200 m; below the mixed layer) compared to the 26°C isotherm depth (40–
85 m) used by Rydbeck et al. (2019). Integration to different depths can lead to different interpretations of the
OHC patterns, although they may look similar. We find the largest temperature anomalies propagating zonally
below the mixed layer (Figure 6 and Movie S1). While vertical advection of heat is an important term in the heat
budget for the mixed layer and the layers below, horizontal advection becomes more important when integrating
over multiple layers.

Our heat budget analysis reveals horizontal advection as the dominant driver of subseasonal OHC variability. This
study extends on some of the work of Rydbeck et al. (2021), which used a Rossby wave index to only look at OHC
variations associated with ocean dynamics. A limitation of performing heat budget analysis using ocean rean-
alysis products constrained using data assimilation, such as those from HYCOM used by Rydbeck et al. (2021), is
that these ocean reanalysis products do not have budget closure due to data assimilation creating analysis in-
crements. Ocean state estimates, such as ECCO used in our study, do not have this limitation as the model
conservation laws are satisfied such that each physical process is known and can be accurately quantified.
Physical processes driving OHC variability on these timescales have not previously been quantified in a
dynamically and kinematically consistent manner using ocean state estimates, and this is an important contri-
bution of this study.

Our heat budget analysis adds further support that subseasonal OHC in the equatorial Indian Ocean is largely
driven by ocean dynamics with net air‐sea heat fluxes playing a minor role. In addition, we find that positive OHC
anomalies modulated by Rossby waves (partly a result of reflected downwelling Kelvin waves) reach the central
Indian Ocean as the MJO intensifies in phases 2 and 3 (Figures 7a–7c). These results are consistent with the
synchronization between ocean dynamics (seen from sea level anomalies) and the MJO. The synchronization
between OHC modulated by ocean dynamics and intraseasonal variability supports previous studies for example
(Rydbeck et al., 2021; Webber et al., 2010, 2012), and suggests that ocean dynamics may be an important
component of the MJO.

Data Availability Statement
The ECCO Version 4 Release 4 Dataset (Wang & Fenty, 2021) including the daily ocean currents, temperature,
mixed layer depth, adjusted surface forcing fields, and model diagnostics used for the heat budget analysis
developed by the ECCO Consortium, Fukumori, I., Wang, O., Fenty, I., Forget, G., Heimbach, P., and Ponte, R.
M. was retrieved from https://data.nas.nasa.gov/ecco/data.php?dir=/eccodata/llc_90/ECCOv4/Release4.

NOAA Interpolated Outgoing Longwave Radiation (OLR) data (Liebmann & Smith, 2021) was provided by the
NOAA PSL, Boulder, Colorado, USA, from their website at https://psl.noaa.gov/data/gridded/data.olrcdr.interp.
html. The RMM indices, MJO amplitude and phase data (Wheeler & Hendon, 2021) was provided by the
Australian Bureau of Meteorology and can be obtained from their website at http://www.bom.gov.au/climate/
mjo/.

The satellite altimeter sea level anomaly (SLA) data (CMEMS, 2023) was obtained from the E.U. Copernicus
Marine Service Information; https://doi.org/10.48670/moi‐00148.

NOAA OI SST V2 High Resolution Dataset (Huang et al., 2023) was provided by the NOAA PSL, Boulder,
Colorado, USA, from their website at https://psl.noaa.gov/data/gridded/data.noaa.oisst.v2.highres.html.
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The equatorial mooring data during the DYNAMO field campaign was obtained from the DYNAMO Legacy
Collection (Lien & Moum, 2019) hosted by UCAR/NCAR ‐ Earth Observing Laboratory on their website at
https://data.eol.ucar.edu/dataset/347.230.

The MATLAB/Octave toolbox gcmfaces has been used to read and process the ECCOv4r4 files. The gcmfaces
toolbox is available on GitHub (https://github.com/MITgcm/gcmfaces; Forget et al. (2020)).

The Climate Data Toolbox (CDT) for MATLAB (Greene, 2019) was used to remove the seasonal cycle and apply
the bandpass filtering. The CDT is available on GitHub (https://github.com/chadagreene/CDT; Greene
et al. (2019)).

A licensed version of MATLAB (MATLAB R2020b) was used for analysis and figure generation.
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